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ESTIMATION OF THE EXCHANGE MARKET PRESSURE IN THE EU4 COUNTRIES: A MODEL-DEPENDENT APPROACH

Daniel Stavárek

Abstract

This paper estimates the exchange market pressure (EMP) on currencies of EU4 countries (Czech Republic, Hungary, Poland, Slovakia) during the period of 1993-2005. Therefore, it is one of a very few studies focused on this region and the very first paper applying the model-dependent approach to the EMP estimation on these countries. Moreover, the model proposed by Spolander (1999) is used in the paper along with quarterly data. Thus, this paper, tests the suitability of this model for the countries analyzed. Regarding the results obtained, EMP is of similar magnitude in all countries except Poland. We found that EMP was significantly lower and less volatile during the periods when a floating exchange rate arrangement was applied than in periods with fixed exchange rates. It implies that unavoidable entry into ERM II (a quasi-fixed regime) could lead to the EMP increase during the period of the exchange rate stability criterion fulfillment. Hence, a revision of the current definition and understanding of the criterion fulfillment is suggested. Since the model estimation was burdened by some factors reducing the estimates validity we also propose some modifications and extensions of the methodology applied.
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1. Introduction

Eight countries from Central and Eastern Europe (hereafter EU8) joined the European Union (hereafter EU) in spring of 2004 and completed the transformation from centrally planned economies to market economies. Moreover, it is expected that they will also join the Eurozone and implement the euro as their legal tender. However, membership in the Eurozone is conditioned by fulfillment of the Maastricht criteria. One of which is the criterion of the national currency’s stability in the period preceding entry into the Eurozone.

This criterion is associated with specific exchange rate regime, ERM II, which must be adapted by all countries with regimes whose principles do not correspond with the ERM II’s spirit. It means that all EU8 countries except for Estonia and Lithuania had or will have to modify their exchange rate arrangement when joining ERM IF. The Czech Republic, Hungary and Poland currently use flexible exchange rate arrangements. Slovakia and to a lesser extent Slovenia also maintained a flexible regime before entry into the ERM II. Such a change toward a less flexible exchange rate system could increase susceptibility of the countries to currency crises and pressures on the foreign exchange markets.

Therefore, the aim of this paper is to estimate exchange market pressure (EMP) in the Czech Republic, Hungary, Poland and Slovakia (hereafter EU4) during the period of 1993-2005. Since all countries applied both a fixed and flexible exchange rate regime, the time span chosen

allows us to compare magnitude of tensions on the foreign exchange market in different exchange rate environments. This kind of analysis has important policy implications as the switch to a less flexible regime is unavoidable in the near future.

The paper is structured so that Section 2 describes the meaning and theoretical concept of EMP and provides a review of the relevant literature. In Section 3, the model and data used are cited; Section 4 reports the empirical results and the conclusions are presented in Section 5.

2. Exchange Market Pressure and Literature Review

2.1. Meaning and Concepts of the Exchange Market Pressure

The term “exchange market pressure” is usually related to changes of two cardinal variables describing the external sector of any economy: official international reserve holdings and the nominal exchange rate. However, the notion of EMP was more precisely defined, for the first time, in Girton and Roper (1977). In this seminal paper, the authors utilized a simple monetary model of the balance of payments to devise an index of the excess demand for money that must be relieved by either exchange rate or reserve changes to keep the money market, and hence the balance of payments, in equilibrium. The index was the simple sum of the rate of change in international reserves and the rate of change in the exchange rate. For the first time, they termed this index as EMP. However, some shortcomings can be found in the model. Since the measure is derived from a highly restrictive monetary model the formula cannot be applied to other models. Furthermore, a model-dependent definition is used, thus, a unique formula for EMP cannot be identified within the Girton-Roper framework.

The original concept of EMP has been modified and extended by many researchers. For example, Roper and Turnovsky (1980) and Turnovsky (1985) introduced the idea of using a small open-economy model and extended the original model by substituting the simple monetary approach by an IS-LM framework with perfect mobility of capital. They allowed intervention to take the form of changes in domestic credit as well as changes in reserves. The consequence of these modifications was that the EMP was still a linear combination of the rate of change of the exchange rate and money base but these two components were no longer equally weighted as in the Girton-Roper model.

A notable contribution to the EMP theory was provided by Weymark (1995, 1997a, 1997b, 1998). She revised the models mentioned above and introduced a more general framework in which the models are both special cases of the generalized formula. She introduced and estimated a parameter (conversion factor) standing for the relative weight of exchange rate changes and intervention in the EMP index. Since all previous EMP definitions stemmed from a specific model, Weymark also proposed a model-independent definition of EMP as:

The exchange rate change that would have been required to remove the excess demand for the currency in the absence of exchange market intervention, given the expectations generated by the exchange rate policy actually implemented (Weymark, 1995, p. 278).

An extension making the simple model outlined in Weymark (1995) more realistic was introduced in Spolander (1999). He incorporated into the model a monetary policy reaction function and sterilized foreign exchange intervention.

Many researchers have criticized the most undesirable aspect of the EMP measure, dependency on a particular model, and proposed some alternative approaches. A simpler and model-independent EMP measure was originally constructed in Eichengreen et al. (1996). According to this approach EMP is a linear combination of a relevant interest rate differential, the percentage change in the bilateral exchange rate and the percentage change in foreign exchange reserves. Contrary to Weymark’s approach, the weights are to be calculated from sample variances of those three components with no need to estimate any model.

A similar approach was followed by Pentecost et al. (2001). However, they determined the weights using principle components analysis. Because neither the components of the index nor the weighting scheme is derived from a structural model of the economy the EMP indices obtained in Eichengreen et al. (1996) and Pentecost et al. (2001) are model-independent.
2.2. Review of Relevant Empirical Literature

Since its introduction, EMP has attracted the attention of many researchers and a great number of theoretical as well as empirical papers have been published. The empirical EMP literature is bi-directionally oriented. Whereas some of the papers are directly focused on estimation of EMP in a variety of regions and countries, the second category of studies use the EMP measure as an element of subsequent analysis examining currency crises, monetary policy, foreign exchange intervention, exchange rate regime and other issues. In accordance with the geographical orientation of this paper, only studies empirically analyzing EMP in EU4 are cited in the following literature review.

Although EMP has been a frequently discussed and examined topic in the literature, one can find a very limited number of papers focused on new EU Member States and EU4 in particular. Only four consistent studies estimating EMP in all or some of EU4 have been published to date.

The first study estimating EMP in, among others, some of EU4 (Czech Republic and Poland) was Tanner (2002). He applied the traditional Girton-Roper model on data from 32 emerging countries and, consequently, examined the relationship between EMP and monetary policy in a vector autoregression (VAR) system. The aim was to re-examine currency crises in emerging markets in 1990-2000 in a more traditional way by emphasizing the role of monetary policy at or around the time of crisis. Regarding the EMP calculated in the Czech Republic and Poland, they were modest as compared to other countries and very similar to each other. However, EMP in Poland was twelve times higher than in the Czech Republic during the Asian in the second half of the 1990s. Tanner’s paper also provided evidence that there was a positive relationship between EMP and domestic money supply in both EU4 countries analyzed but not as significant and straight as in other countries. The only shocks to EMP can help explain monetary policy in Poland, possibly indicating sterilized intervention.

A more specific application of the Tanner (2002) approach is Bielecki (2005). The paper concentrates only on Poland from 1994-2002. The results from the VAR system analyzing the relationship between EMP and changes in domestic credit (monetary policy actions) indicate that domestic credit reacted in a counter direction to innovations to EMP. Furthermore, in his paper, Bielecki compared two EMP measures calculated under alternative methodologies (using all foreign reserve changes and pure official foreign exchange intervention data). He came to the conclusion that the appreciation pressure prevailed during the sample period. However, the behavior of the two indices differed to some extent, especially with events characterized by extreme EMP values (July 1997, August 1998, February 1999 or July 2001). Generally, using the pure intervention data in the EMP estimation provided more realistic and robust results.

Vanneste et al. (2005) used EMP as an indicator of currency crisis and addressed the question whether currency crises in EU8 have been more frequent in fixed, intermediate or flexible exchange rate arrangements. The authors found that EMP was marginally smaller in countries and periods characterized by an intermediate exchange rate regime as compared to those with a floating arrangement. Regarding EU4, the most crisis quarters (excessive EMP) occurred in Hungary during the fixed peg regime and in Poland when a crawling peg was being applied. Managed floating proved to be a relatively stable regime from the EMP perspective. In addition to these conclusions, the authors also provided evidence of high correlation between several EMP measure specifications with which they experimented.

Very similar conclusions were drawn in Stavárek (2005) where EMP in the Czech Republic, Hungary, Poland and Slovenia in 1993-2004 is estimated. The study applied the EMP measure proposed in Eichengreen et al. (1995) and the results obtained suggest that the Czech Republic and Slovenia went through considerably less volatile development of EMP than Hungary and Poland.

Besides the focus on the still overlooked EU4 region, this paper contributes to the EMP literature in two basic aspects. First, it uses the most recent data and prolongs the period analyzed to the end of 2005. Second, this paper represents the very first application of the Weymark (1995)

---

3. Measuring the Exchange Market Pressure: Model and Data

As mentioned previously, this study originally stems from Weymark (1995) where the following formula for EMP calculation was defined:

\[ EMP_t = \Delta e_t + \eta \Delta r_t, \]

where \( \Delta e_t \) is the percentage change in exchange rate expressed in direct quotation (domestic price for one unit of foreign currency), \( \Delta r_t \) is the change in foreign exchange reserves scaled by the one-period-lagged value of money base, and \( \eta \) is the conversion factor which has to be estimated from a structural model of the economy and is defined as:

\[ \eta = -\frac{\partial e_t}{\partial r_t}. \]

The conversion factor represents elasticity that converts observed reserve changes into equivalent exchange rate units.

For practical estimation of EMP, the methodology introduced in Spolander (1999) was applied. Similarly with Weymark (1995), it is a model-consistent measure of EMP in the context of small open economy monetary model. However, the central bank’s monetary and foreign exchange policies are explicitly defined, foreign exchange intervention partly sterilized, and expectations rational in the Spolander model. The model is summarized in equations (3) to (9):

\[ \Delta m_t^d = \beta_0 + \Delta p_t + \beta_1 \Delta c_t - \beta_2 \Delta i_t, \]
\[ \Delta p_t = \alpha_0 + \alpha_1 \Delta p^*_t + \alpha_2 \Delta e_t, \]
\[ \Delta i_t = \Delta i^*_t + E_t(\Delta e_{t+1}) - \Delta e_t, \]
\[ \Delta m_t^s = \Delta m_t^p + (1 - \lambda) \Delta r_t, \]
\[ \Delta r_t = -\bar{p}_t \Delta e_t, \]
\[ \Delta d^a_t = \gamma_0 + \Delta y_t^{rend} + (1 - \gamma_1) \Delta p_t - \gamma_2 y_t^{pop}, \]
\[ \Delta m_t^a = \Delta m_t^r, \]

where \( p_t \) is domestic price level, \( p^*_t \) is foreign price level, \( e_t \) denotes exchange rate (in direct quotation), \( m_t \) is nominal money stock (the superscript \( d \) represents the demand, and \( s \) represents the supply), \( c_t \) is real domestic income, \( i_t \) is nominal domestic interest rate, \( i^*_t \) denotes nominal foreign interest rate, \( E_t(\Delta e_{t+1}) \) is expected as exchange rate change and \( \lambda \) is proportion of sterilized intervention. All variables up to this point are expressed in natural logarithm. Next, \( d^a_t \) is autonomous domestic lending by the central bank and \( r_t \) is the stock of foreign exchange reserves, both divided by the one period lagged value of the money base. \( y_t^{rend} \) is the long-run trend component of real domestic output \( y_t \) and \( y^{pop}_t \) is the difference between \( y_t \) and \( y_t^{rend} \). The sign \( \Delta \) naturally denotes change in the respective variable.

Equation (3) describes changes in money demand as a positive function of domestic inflation and changes in real domestic income and a negative function of changes in the domestic interest rate. Equation (4) defines the purchasing power parity condition attributing the primary role in

---

1 There is an assumption that all intervention takes the form of purchases or sales of foreign exchange reserves. When, in addition to this type of intervention, domestic credit changes are used to influence exchange rate, the EMP formula generated by log-linear models has the general form: \[ EMP_t = \Delta c_t + \eta(\Delta r_t + \lambda \Delta d^a_t) \] where \( \lambda \) is the proportion of the observed domestic credit change that is associated with indirect exchange market intervention.
domestic inflation determination to exchange rate changes and foreign inflation. Equation (5) describes uncovered interest rate parity. Equation (6) suggests that changes in the money supply are positively influenced by autonomous changes in domestic lending and unsterilized changes in the stock of foreign reserves. Equation (7) states that changes in foreign exchange reserves are a function of the exchange rate and a time-varying response coefficient \( \bar{p}_t \). Equation (8) describes the evolution of the central bank’s domestic lending. Whereas domestic inflation and changes in trend real output changes are positive determinants of the domestic lending the gap between real output and its trend has a negative impact on domestic lending activity. Equation (9) defines a money market clearing condition that assumes money demand to be continuously equal to money supply.

By substituting equations (4) and (5) into equation (3) and substituting equation (8) into equation (6) and then using the money market clearing condition in equation (9) to set the resulting two equations equal to one another, it is possible to obtain the following relation:

\[
\Delta e_t = \frac{X_t + \beta_2 \bar{E} (\Delta e_{t-1}) + (1 - \lambda) \Delta r_t}{\gamma \alpha_2 + \beta_2},
\]

(10)

where

\[
X_t = \gamma_0 - \gamma_1 \Delta r_t - \beta_0 + \Delta y_t^{\text{prevend}} - \gamma_1 \alpha_1 \Delta p_t - \gamma_2 y_t^{\text{gdp}} - \beta_1 \Delta c_t + \beta_2 \Delta i_t^c.
\]

(11)

and the elasticity needed to calculate EMP in equation (1) can be found as:

\[
\eta = -\frac{\partial \Delta e_t}{\partial \Delta r_t} = -\frac{(1 - \lambda)}{\gamma_1 \alpha_2 + \beta_2}.
\]

(12)

The samples of data used in this paper cover the period of 1993:1 to 2005:4 yielding 52 quarterly observations for all EU4 countries. The data were predominantly extracted from the IMF’s International Financial Statistics and the Eurostat’s Economy and Finance database. The missing observations in the time series were replenished from databases accessible on the EU4 central banks’ websites. The detailed description of all data series and their sources is presented in Appendix. Nevertheless, a brief overview of the data used is provided here for better understanding of the model described above.

We used nominal bilateral EU4 national currencies exchange rates against the euro \( (e_t) \). The exchange rates prior to 1999 were obtained using the irrevocable conversion rate of the German mark to the euro. The domestic \( (i_t) \) as well as foreign interest rate \( (i_t^*) \) are represented by the 3-month money market rates in EU4 countries and the Eurozone. The M1 monetary aggregate was employed as the domestic money stock \( (m_t) \). The domestic \( (p_t) \) and foreign price levels \( (p_t^*) \) are proxied by the respective consumer price index. As the level of domestic output \( (y_t) \) we applied the gross domestic product (GDP). The gross national income \( (c_t) \) was derived by adding the net income from abroad to GDP. The domestic money base \( (B_t) \) and total reserves minus gold \( (r_t) \) were also included in the EMP estimation.

4. Estimation of the Exchange Market Pressure

As is evident from the model presented in the previous section, the EMP estimation (1) must be preceded by the calculation of the conversion factor \( \eta \) (2, 12). This step is, however, required to obtain values of the sterilization coefficient \( \lambda \) (6), the elasticity of the money base with respect to the domestic price level \( \gamma_1 \) (8), the elasticity of the domestic price level with respect to the exchange rate \( \alpha_2 \) (4), and the elasticity of the money demand with respect to the domestic interest rate \( \beta_2 \) (3).

More precisely, the parameter estimates are obtained by estimating the following three equations.

Equations (13) and (14) are obtained directly from equations (3) and (4). Equation (15) is derived by substitution of (7) into (5) and noting that change in money supply equals the change in money base \( \frac{\Delta B_t}{B_{t-1}} \) assuming the money multiplier to be constant.

One can distinguish two types of variables included in the model: endogenous and exogenous. The endogenous variables are \( \Delta m_t \), \( \Delta p_t \), \( \Delta e_t \), \( \Delta i_t \), \( \frac{\Delta B_t}{B_{t-1}} \) and \( \Delta r_t \). The exogenous variables are \( \Delta c_t \), \( \Delta p^*_t \), \( \Delta i^*_t \), \( \Delta y^*_t \), \( \Delta y^\text{gap}_t \). Despite the fact that \( \Delta e_t \) does not appear on the left-hand side of any of the equations, it is the endogenous variable because the exchange rate is clearly the variable determined by this model.

The model is estimated using the two-stage least square regression technique (2SLS). The main reason is that the endogenous variables are on both sides of equations (3)-(9). It means that in each equation having endogenous variables on the right-hand side, these variables are likely to correlate with the disturbance term. Thus, using the ordinary least square method would lead to biased estimates. On the other hand, the three-stage least square method was not chosen because of the limited size of the dataset used (small number of observations).

The 2SLS used requires the incorporation of instruments (variables uncorrelated with the disturbance term) into the estimation. Thus, the first empirical step of the analysis was to find appropriate instruments. For this purpose we run the first stage regressions on endogenous variables having all possible instruments as regressors. As possible instruments we set the contemporaneous and one-quarter lagged values of exogenous variables and one-quarter lagged values of all endogenous variables. Finally, the regressors with sufficient statistical significance were selected as instruments. This procedure was carried out for all countries and equations of the model.

The next aspect which had to be assessed is the stationarity of regressors. This feature is essential for all regression models. We applied Phillips-Perron and Augmented Dickey-Fuller tests to examine the stationarity of the time series used. Uniform outcomes of both tests were necessary for the final conclusion about the (non)stationarity of each time series. According to the character of each time series we tested the stationarity with a linear trend and/or intercept or none of them. To conserve space the stationarity tests’ results are not reported here but they allow us to conclude that the first differences of all time series are stationary. Thus, they can be used in estimation of all equations of the model.

The 2SLS estimation results are presented in Tables 1 to 3, individually for each equation. The tables also contain the list of instruments and results of some diagnostic tests. We applied Jarque-Berra (J-B) indicator to assess normality of the residuals distribution, Breusch-Godfrey Lagrange Multiplier (LM) test to check serial correlation and White test to check heteroscedasticity. All LM tests were run with four lags. The tests indicated evidence of serial correlation in residuals from the equations and the potential heteroscedasticity was also identified in some cases. Therefore, we corrected the standard errors of parameter estimates by the Newey-West procedure. Even more frequently, the residuals seem to be non-normally distributed. Therefore although the t-statistics can be misleading, this does not reduce the validity of the parameter estimates.

1 The percentage change in money base is a naturally flow variable and, thus, already differenced and stationary. Likewise, \( y^\text{gap}_t \) is stationary on level in all countries because of its construction.

2 Since different equation specifications have different instruments, R² for 2SLS can be negative even if a constant is used in the equation.
model specification the parameters $\beta_1$, $\alpha_1$, and $\alpha_2$ should be positive and $\beta_2$, $\gamma_1$, $\gamma_2$, and $\lambda$ should be negative. Since $\lambda$ is a fraction, its absolute value should be between zero and one.

Table 1

<table>
<thead>
<tr>
<th>Czech Republic</th>
<th>Hungary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instruments: $\Delta y_{1}^{\text{real}}$, $\Delta r_{1}$, $\Delta y_{1}^{\text{nom}}$, $\Delta p_{1}^{*}$</td>
<td>Instruments: $\Delta c$, $\Delta p_{1}^{*}$, $\Delta i_{1}$, $\Delta y_{1}^{\text{nom}}$</td>
</tr>
<tr>
<td>$\beta_0$ 0.0014 0.0036 0.6945</td>
<td>$\beta_0$ -0.0052 0.0021 0.0152</td>
</tr>
<tr>
<td>$\beta_1$ 0.0161 0.7711 0.9834</td>
<td>$\beta_1$ 0.4843 0.2290 0.0397</td>
</tr>
<tr>
<td>$\beta_2$ -0.0434 0.0161 0.0096</td>
<td>$\beta_2$ -0.0216 0.0208 0.3039</td>
</tr>
</tbody>
</table>

R$^2$=0.0792, SEE=0.0098, DW=1.9422

J-B=30.721 (0.0000), LM=4.7744 (0.3112)
WHITE=23.724 (0.0002)

Poland

| Sources: Author’s calculations. |

The estimations of equation (13) provide mediocre results. The parameters $\beta_1$ necessary for the conversion factor calculation are correctly signed in all EU4. However, they are statistically significant only in the Czech Republic and Poland. One can see some evidence of non-normal distribution (Czech Republic, Slovakia), serial correlation (Hungary) and heteroscedasticity (Czech Republic and Poland).

Table 2

<table>
<thead>
<tr>
<th>Czech Republic</th>
<th>Hungary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instruments: $\Delta p_{1}^{*}$, $\Delta y_{1}^{\text{real}}$, $\Delta i_{1}$, $\Delta c$</td>
<td>Instruments: $\Delta p_{1}^{<em>}$, $\Delta y_{1}^{\text{nom}}$, $\Delta c$, $\Delta p_{1}^{</em>}$</td>
</tr>
<tr>
<td>$\alpha_0$ 0.0022 0.0017 0.2061</td>
<td>$\alpha_0$ 0.0005 0.0011 0.6424</td>
</tr>
<tr>
<td>$\alpha_1$ 1.3408 1.1845 0.2634</td>
<td>$\alpha_1$ 2.9075 0.8607 0.0015</td>
</tr>
<tr>
<td>$\alpha_2$ 0.8385 0.3671 0.0269</td>
<td>$\alpha_2$ 0.9514 0.1541 0.0000</td>
</tr>
</tbody>
</table>

R$^2$=0.2601, SEE=0.0102, DW=2.3324

J-B=0.8370 (0.6580), LM=7.5026 (0.1116)
WHITE=24.305 (0.0002)

J-B=4.3279 (0.1149), LM=20.689 (0.0004)
WHITE=5.0859 (0.4055)

Source: Author’s calculations.

The estimations of equation (13) provide mediocre results. The parameters $\beta_1$ necessary for the conversion factor calculation are correctly signed in all EU4. However, they are statistically significant only in the Czech Republic and Poland. One can see some evidence of non-normal distribution (Czech Republic, Slovakia), serial correlation (Hungary) and heteroscedasticity (Czech Republic and Poland).
In the estimations of equation (14) we obtained very good results. The signs of all parameters are consistent with the theoretical assumptions and important parameters are significantly different from zero in all countries. On the other hand, however, only error terms in the Polish equation seem to pass the standard diagnostic tests completely. Furthermore, one can see a substantially lower elasticity of the domestic price level with respect to the exchange rate ($\varepsilon_{x}$) in Poland than in other EU4. Although it is not directly linked with the EMP estimation, it is worthwhile to point out a general feature of relatively high elasticity of the domestic price level with respect to the foreign inflation. One can find that quite common in small and open economies during the transition period.

Table 3

Estimates of equation (14)

<table>
<thead>
<tr>
<th>Country</th>
<th>Instruments: $\Delta p^<em>_t$, $\Delta r^</em>_t$, $\Delta c^<em>_t$, $\Delta \pi^</em>_t$, $\Delta \pi^{pop}_t$, $\Delta \pi^{med}_t$, $\Delta \pi^{ew}_t$</th>
<th>Instruments: $\Delta y^<em>_t$, $\Delta r^</em>_t$, $\Delta c^<em>_t$, $\Delta w^</em>_t$, $\Delta \pi^*_t$, $\Delta \pi^{pop}_t$, $\Delta \pi^{med}_t$, $\Delta \pi^{ew}_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Czech Republic</td>
<td>$\gamma_0$, $\gamma_1$, $\gamma_2$, $\beta_0$, $\beta_1$, $\beta_2$, $\kappa_0$, $\kappa_1$, $\kappa_2$</td>
<td>$\gamma_0$, $\gamma_1$, $\gamma_2$, $\beta_0$, $\beta_1$, $\beta_2$, $\kappa_0$, $\kappa_1$, $\kappa_2$</td>
</tr>
<tr>
<td>Hungary</td>
<td>$\gamma_0$, $\gamma_1$, $\gamma_2$, $\beta_0$, $\beta_1$, $\beta_2$, $\kappa_0$, $\kappa_1$, $\kappa_2$</td>
<td>$\gamma_0$, $\gamma_1$, $\gamma_2$, $\beta_0$, $\beta_1$, $\beta_2$, $\kappa_0$, $\kappa_1$, $\kappa_2$</td>
</tr>
<tr>
<td>Poland</td>
<td>$\gamma_0$, $\gamma_1$, $\gamma_2$, $\beta_0$, $\beta_1$, $\beta_2$, $\kappa_0$, $\kappa_1$, $\kappa_2$</td>
<td>$\gamma_0$, $\gamma_1$, $\gamma_2$, $\beta_0$, $\beta_1$, $\beta_2$, $\kappa_0$, $\kappa_1$, $\kappa_2$</td>
</tr>
<tr>
<td>Slovakia</td>
<td>$\gamma_0$, $\gamma_1$, $\gamma_2$, $\beta_0$, $\beta_1$, $\beta_2$, $\kappa_0$, $\kappa_1$, $\kappa_2$</td>
<td>$\gamma_0$, $\gamma_1$, $\gamma_2$, $\beta_0$, $\beta_1$, $\beta_2$, $\kappa_0$, $\kappa_1$, $\kappa_2$</td>
</tr>
</tbody>
</table>

Source: Author’s calculations.

The results from the money supply equation (15) are somewhat poorer. This is true because especially the estimation of the Polish equation led to confusing results. The parameter $\gamma_2$ has an opposite sign than the theory suggests and the absolute value of the sterilization coefficient
\( \lambda \) exceeded the upper margin of the potential interval from zero to one. Moreover, \( \hat{\lambda} \) in Hungary and \( \gamma_1 \) in all EU4 are statistically insignificant at the 5% level. Neither the performance of the elasticities of the money base with respect to the domestic output gap (\( \gamma_2 \)) are significant. According to Spolander (1999, p. 72) this problem stems from different specification of the equation and, unfortunately, it is a common drawback of many studies of monetary policy rules and reaction functions. As stated in McCallum (1997, p. 8), there has been much debate on the subject of monetary policy rules but the appropriate specification of a model suitable for the analysis of monetary policy rules does not exist.

The parameter estimates of the sterilization coefficients \( \hat{\lambda} \) in all EU4 do not significantly differ from minus unity, which implies full sterilization. However, the EU4 central banks have never publicly declared that all foreign exchange intervention has no impact on the money base. Hence, we assume that the parameter estimates of \( \hat{\lambda} \) indicate less than full sterilization. This assumption is in accordance with the practice of central banks from developed countries which usually sterilize their intervention partially rather than fully.

Table 4

<table>
<thead>
<tr>
<th></th>
<th>Czech Republic</th>
<th>Hungary</th>
<th>Poland</th>
<th>Slovakia</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.8380229</td>
<td>0.9060151</td>
<td>-11.273278</td>
<td>0.8999273</td>
</tr>
</tbody>
</table>

Source: Author’s calculations.

Table 4 summarizes estimates of the conversion factors \( \eta \) calculated for all countries using equation (12). Due to non-standard results of the estimation of equation (15) in Poland, the Polish conversion factor differs substantially from other factors in magnitude as well as sign. The extraordinary value of Polish \( \eta \) is subsequently transmitted to EMP whose extent will not correspond with the EMP scale in other EU4.

The EMP development in all EU4 countries analyzed is graphically presented in Figures 1 to 4. To analyze EMP correctly it is necessary to remember some elementary facts. First, a negative value of EMP indicates that the currency is under general pressure to appreciate. On the contrary, positive EMP shows that the currency is pressured to depreciate. Second, the value of EMP represents the magnitude of the foreign exchange market disequilibrium which should be removed by a respective change of the exchange rate.

Fig. 1. Exchange market pressure in Czech Republic

\(^1\) The Wald test of the null hypothesis \( \hat{\lambda} = -1 \) resulted in the following F-statistics and probabilities. Czech Republic: 1.5117 (0.2251), Hungary: 2.2966 (0.1365), Poland: 1.7155 (0.1968), Slovakia: 0.6319 (0.4307).
The figures contain, besides the EMP curve, the lines representing 1.5 multiple of the standard deviation above and below the mean EMP value. A breach of the corridor is considered as an excessive EMP, alerting to a potential crisis. Furthermore, the graphs are divided into several...
sections, thus allowing the distinguishing of different exchange rate arrangements applied in EU4 during the period examined. See Table 5 for the basic descriptive statistics of EMP.

### Table 5

Descriptive statistics of exchange market pressure

<table>
<thead>
<tr>
<th></th>
<th>Czech Republic</th>
<th>Hungary</th>
<th>Poland</th>
<th>Slovakia</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mean</strong></td>
<td>0.016407</td>
<td>0.009117</td>
<td>-0.221316</td>
<td>0.021629</td>
</tr>
<tr>
<td><strong>Median</strong></td>
<td>0.006589</td>
<td>0.007108</td>
<td>-0.100831</td>
<td>0.007484</td>
</tr>
<tr>
<td><strong>Maximum</strong></td>
<td>0.116360</td>
<td>0.054982</td>
<td>0.327037</td>
<td>0.233425</td>
</tr>
<tr>
<td><strong>Minimum</strong></td>
<td>-0.034128</td>
<td>-0.019079</td>
<td>-1.292694</td>
<td>-0.068756</td>
</tr>
<tr>
<td><strong>Standard dev.</strong></td>
<td>0.034257</td>
<td>0.016044</td>
<td>0.388165</td>
<td>0.052023</td>
</tr>
<tr>
<td><strong>Upper limit</strong></td>
<td>0.067793</td>
<td>0.033183</td>
<td>0.360931</td>
<td>0.099664</td>
</tr>
<tr>
<td><strong>Lower limit</strong></td>
<td>-0.034979</td>
<td>-0.014948</td>
<td>-0.803564</td>
<td>-0.056406</td>
</tr>
</tbody>
</table>

Source: Author’s calculations.

One can find the EMP development in EU4 as alike in many aspects. The first three years were characterized by many episodes of excessive EMP and its high volatility. The EMP estimates suggest that there was a general pressure on EU4 currencies to depreciate. The principal exception was Poland whose EMP measurements surpassed 120% on the appreciation side for three times in 1993-1995. It is very hard to believe that the magnitude of money market disequilibrium would be so enormous that the Polish zloty should have appreciated by 120% in order to remove that disequilibrium noting the still starting stage of the transformation process. Moreover, Vanneste et al. (2005) as well as Bielecki (2005) obtained considerably different (and more realistic) estimations of EMP in Poland in that period.

It is worthwhile to remember that all EU4 countries applied some version of fixed exchange rate regime in 1993-1995. Furthermore, the Czech Republic and Slovakia started their existence in January 1993 after the split of former Czechoslovakia. The related currency separation, launch of new currencies, establishment of new central banks, and formation of new monetary policies had an obvious impact on data used in the estimation and consequently on the EMP figures.

Since 1996, EMP developed more smoothly and free of any abnormal fluctuations. It can be documented by the analysis of EMP standard deviations from both periods (see Table 6). The standard deviations in 1996-2005 were substantially lower than in period of 1993-1995. There was only one example of breaching the corridor’s margin in the Czech Republic and Hungary after 1995. In 2002:2, the EMP in the Czech Republic was 7.09% forcing the koruna (CZK) to depreciate. This reflected the necessity for a correction after the previous long-lasting appreciation and peaking at the historic high. In Hungary, on the other hand, the EMP in 2002:1 was -1.91% suggesting a pressure on the forint (HUF) to appreciate. A high (not excessive) EMP also occurred at the end of 2002. HUF was under speculative attack on the upper edge of the band which culminated in devaluation of the central parity. Whereas the depreciation pressure prevailed on HUF and Slovak koruna the proportion of appreciation-pressure and depreciation-pressure quarters was more balanced in the case of CZK in 1996-2005.

### Table 6

Standard deviations of exchange market pressure

<table>
<thead>
<tr>
<th></th>
<th>Czech Republic</th>
<th>Hungary</th>
<th>Poland</th>
<th>Slovakia</th>
</tr>
</thead>
<tbody>
<tr>
<td>1993:1-1995:4</td>
<td>0.030697</td>
<td>0.019037</td>
<td>0.519206</td>
<td>0.085684</td>
</tr>
<tr>
<td>1996:1-2005:4</td>
<td>0.022042</td>
<td>0.010466</td>
<td>0.167183</td>
<td>0.018572</td>
</tr>
</tbody>
</table>

Source: Author’s calculations.
One of the aims of the paper is to compare EMP in various exchange rate arrangements in EU4 keeping in mind the necessity to enter into ERM II (a quasi-fixed regime with a fluctuation band) and fulfill the exchange rate stability criterion in EU4 in the near future. The results clearly suggest that EMP during the floating-regime period was very stable in all EU4 and the excessive deviations of EMP occurred sporadically. On the contrary, as already mentioned, the periods of fixed arrangement witnessed numerous episodes of surpassing the 1.5 multiple of standard deviation level along with the more volatile development. The comparison of the EMP standard deviations calculated over the periods with particular exchange rate regime is provided in Table 7.

<table>
<thead>
<tr>
<th>Standard deviations of exchange market pressure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Czech Republic</td>
</tr>
<tr>
<td>Fixed (crawling) peg</td>
</tr>
<tr>
<td>Crawling band</td>
</tr>
<tr>
<td>Floating</td>
</tr>
</tbody>
</table>

Source: Author’s calculations.

These findings would cast serious doubt on the European Commission’s requirement that EU4 must participate in ERM II without substantial tensions on the exchange rates. The doubt gains importance if the actual European authorities’ position to the fulfillment of the exchange rate stability criterion is considered as decisive. When all relevant statements and declarations of the ECB, European Commission and Ecofin Council are summarized and combined with the approaches to the criterion assessments applied in the past, we can consider the use of the ERM II standard fluctuation band of ± 15% as highly improbable. On the contrary, the authorized fluctuation margin is likely to be asymmetric with the limits of 15% on the appreciation side and 2.25% on the depreciation side.

Although EMP fluctuated predominantly within this narrow band in EU4 in the last four years there was no a priori set limit of maximal appreciation or depreciation whose exceeding could be punished. Such circumstances could contribute to the emergence of a speculative attack on EU4 currencies when participating in ERM II. Thus, the paper’s findings support some revision of the current definition and understanding of the exchange rate stability criterion fulfillment. We suggest a complete abolishment of the ERM II and its meaningless standard fluctuation band of ± 15% around the central parity and its substitution by the ex-post assessment of the criterion fulfillment. The modifications proposed could reduce the possibility of shock after the substantial shift in the exchange rate policy from the floating to the quasi-fixed exchange rate regime.

Owing to some factors the EMP estimates presented and discussed previously must be viewed with some degree of skepticism. There are several drawbacks which must be taken into account when interpreting the results obtained. First, many parameter estimates required for calculation of the conversion factor and EMP are statistically insignificant. It can be attributed to either wrong specification of the model or some problems with estimation procedure or data used. Second, the parameter estimates are sensitive to the choice of instruments and even small changes in the parameters’ values have a considerable impact on EMP. Third, the sterilization coefficient in none of EU4 is significantly different from minus unity which indicates full sterilization. Fourth, EMP in all countries behaved almost absolutely parallel to changes in reserves during the entire period.

These limitations should be eliminated in future research. We recommend use of the pure foreign exchange intervention data as an alternative to the change in reserves. It could lead to more plausible results as evident in Bielecki (2005). The model could also be extended by the possibility

---

1 This finding is based on results of a variance analysis of EMP and its components.
of indirect intervention operating through changes in domestic lending or the domestic interest rate. To obtain comparable results, we suggest applying a model-independent approach originated by Eichengreen et al. (1996). The main advantage of this approach is the greater emphasis put on the interest rate differential, which has often been identified as a factor of exchange rate determination in EU4.

5. Conclusion

In this paper, we estimated EMP for the EU4 currencies against the euro exchange rate over the period of 1993-2005. We applied the Spolander (1999) model based on the Weymark (1995) model-dependent approach. Although there are some concerns about the validity of the parameter estimates and consequently the EMP measures we can draw several conclusions. The EMP in the Czech Republic, Hungary and Slovakia is of similar magnitude. Whereas a depreciation pressure prevailed on the Hungarian forint and the Slovak koruna, no dominance of any direction of the pressure can be found in the case of the Czech koruna. The estimates of the Polish EMP are burdened by substantial statistical insignificance. The results obtained suggest that EMP in EU4 decreased over time and was substantially lower and less volatile during the periods of floating exchange rates than in the environment of fixed exchange rate regime. It implies that although EMP in all EU4 was relatively small and stable in the last four years, a shift to the quasi-fixed ERM II and start of the exchange rate stability criterion fulfillment could evoke EMP to grow to excessive levels. Thus, we suggest revision of the definition and understanding of the exchange rate stability criterion in favor of the ex-post assessment of the fulfillment instead of the application of any kind of fluctuation band. Additionally, due to inconsistent results of the model estimation, we conclude that the Spolander (1999) model in its pure version is not fully suitable for EU4 and we recommend some extensions and propose further steps for future research.
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Appendix: Data description

All data are on quarterly basis and cover the period of 1993:1-2005:4

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>B_{t}</td>
<td>EU4 national money base</td>
<td>Obtained from IMF's International Financial Statistics (IFS) line 14 (Reserve money) and then logged.</td>
</tr>
<tr>
<td>c_{t}</td>
<td>EU4 Gross national income</td>
<td>Derived by adding the net income from abroad to Gross domestic product (IFS line 99B). In national accounts statistics, the total of rents, interest, profits and dividends plus net current transfers is shown as &quot;net income from abroad&quot;. It was obtained from IFS by differencing current account balance (IFS line 78ALD) and balance on goods and services (IFS line 78AFD). Logged values.</td>
</tr>
<tr>
<td>e_{t}</td>
<td>Nominal bilateral exchange rate of EU4 currencies vis-à-vis euro in direct quotation (number of EU4 currency units for one euro)</td>
<td>Obtained from Eurostat's Economy and finance database (EEF) section Exchange rates and Interest rates, line Euro/ECU exchange rates – Quarterly data. Logged values.</td>
</tr>
<tr>
<td>i_{t}</td>
<td>Eurozone 3-month money market interest rate</td>
<td>Obtained from EEF section Exchange rates and Interest rates, line Money market interest rates – Quarterly data, series MAT_M03.</td>
</tr>
<tr>
<td>i_{t}</td>
<td>EU4 national 3-month money market interest rate</td>
<td>Obtained from EEF section Exchange rates and Interest rates, line Money market interest rates – Quarterly data, series MAT_M03.</td>
</tr>
<tr>
<td>m_{t}</td>
<td>EU4 national M1 monetary aggregate</td>
<td>Obtained from IFS line 34..B (Money, Seasonally Adjusted) and then logged.</td>
</tr>
<tr>
<td>p_{t}</td>
<td>Eurozone Harmonized indices of consumer prices</td>
<td>Obtained from EEF section Prices, line Harmonized indices of consumer prices – Monthly data (index 2005=100). Converted from monthly to quarterly data by averaging the three monthly figures and then logged.</td>
</tr>
<tr>
<td>p_{t}</td>
<td>EU4 national Harmonized indices of consumer prices</td>
<td>Obtained from EEF section Prices, line Harmonized indices of consumer prices – Monthly data (index 2005=100). Converted from monthly to quarterly data by averaging the three monthly figures and then logged.</td>
</tr>
<tr>
<td>r_{t}</td>
<td>EU4 national official reserves holdings</td>
<td>Obtained from IFS line 1.L.D (Total Reserves Minus Gold) converted to national currency using nominal bilateral exchange rate vis-à-vis US dollar (IFS line AE) and then logged.</td>
</tr>
<tr>
<td>y_{t}</td>
<td>EU4 national Gross domestic product</td>
<td>Obtained from IFS line 99B (Gross Domestic Product) and then logged.</td>
</tr>
<tr>
<td>y_{t}^{trend}</td>
<td>Long-run component of y_{t}</td>
<td>Obtained using the Hodrick-Prescott filter and a smoothing parameter of 1600, as recommended for quarterly data.</td>
</tr>
</tbody>
</table>