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Abstract

The problem of evaluating the solvency of insurance companies is tackled by means of a non-parametric statistical model, constructed using decision-tree techniques. The model is tested on a sample of Italian non-life insurance companies and its performance over the test period compared with those of linear and quadratic parametric models. In the last part a probabilistic model is proposed focused on classical Risk-Theory and implemented using simulation techniques.
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I. Introduction

The problem of assessing the solvency of firms was tackled first in the field of corporate economics and has recently acquired a significant status in the theory of decisions in conditions of uncertainty.

The literature offers several alternative methods for the construction of corporate risk evaluation models with important practical application at the company level.

A great deal of work has been done in the industrial field using multivariate analysis methods (Altman, 1968 and 1977; Deakin, 1972 and 1977; Edmister, 1972; Blum, 1974; Eisenbeis, 1977; Forestieri et al., 1986; Barontini, 1992); less rich in the credit and insurance sectors (Pinches and Trieschmann, 1974 and 1977; Meador and Thornton, 1978; Sinkey, 1979; Buoro, 1980; Hershberger and Miller, 1986; Ambrose and Seward, 1988; De Angelis, De Felice, Ottaviani, 1988; Barniv and Hershberger, 1990; De Angelis, Gismondi, Ottaviani, 1992).

As regards the approach based on gambler’s ruin models, a particular application of risk theory to corporate evaluation, the literature is sparser, but the following works deserve mention: Wilcox (1971, 1973 and 1979), Vinso (1979), Scott (1981), Beard, Pentikäinen, Pesonen (1984), Sandberg, Lewellen, Stanley (1987), Pentikäinen, Bonsdorff, Pesonen, Rantala, Ruohonen (1989); Savelli (2002).

In the first part of the paper a comparison of results of linear and quadratic parametric models and non-parametric models to the Italian insurance industry is reported and in the last part a probabilistic model is shown, carried out by means of stochastic simulation procedures.

II. Description of the non-parametric statistical model

Non-parametric models are based on the sequential decision-making procedures typical of the techniques for the construction of decision trees; therefore it is easy to formalize a non-parametric model for the evaluation of insurance companies.

Let:

- \( L = \{l_1, l_2, \ldots, l_n\} \) the set of \( n \) insurance companies;

---
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the vector of numerical determinations of the multiple variable $X$ with independent components (balance sheet indicators), associated with each company $l_j$.

The decision-making problem that arises consists in attributing a generic company $l_j$ to one of the subset $L'_i$ of $L$ ($L'_1 =$ safe companies; $L'_2 =$ unsafe companies) on the basis of the information contained in the vector $x^j$.

The non-parametric model proposed uses a recursive partitioning algorithm to divide the original sample (initial node) into subsamples (terminal nodes). At each pass the decomposition of a node into two subnodes is made on the basis of the comparison between each observed value of the balance sheet indicator $X$ and a threshold value; iteration of the procedure for all the possible threshold values that can be defined with reference to the multiple variable $X = \{X_1, X_2, \ldots, X_k\}$ generates a finite set of admissible trees, among which the one corresponding to min $I(a)$ is chosen, with:

$$I(a) = \sum_{t \in T_a} \sum_{L'_i \subset L} R_{L'_i}(t)P(L'_i / t), \quad a \in \tilde{A}$$

$\tilde{A}$ – set of admissible trees,
$T_a$ – set of terminal nodes of tree $a$,
$I(a)$ – impurity associated with tree $a$,
$R_{L'_i}(t)$ – risk (average loss) of node $t$ assigned to the subset $L'_i$,
$P(L'_i / t)$ – conditional probability of the node $t$ given that the company belongs to the class $L'_i$.

The assignment of a generic company $l_j$ to $L'_1$ or $L'_2$ corresponds to the classification of “safe” (S) or “unsafe” ($\bar{S}$) attributed to the terminal node to which it belongs; the terminal node $t$ is classified as “unsafe” if:

$$R_{L'_1}(t) > R_{L'_2}(t),$$

where:

$$R_{L'_1}(t) = c(L'_1 / L'_2)P(L'_2, t) + c(L'_1 / L'_1)P(L'_1, t),$$

$$R_{L'_2}(t) = c(L'_2 / L'_1)P(L'_1, t) + c(L'_2 / L'_2)P(L'_2, t)$$

and

$C(L'_p / L'_i), \quad p = i = 1, 2$, the costs of misclassification.$^3$

1 The condition of independence is a “strict” hypothesis and a “regular” approximation is possible in applications by using techniques of multivariate analysis; tolerance limit can be fixed at the coefficient of correlation among the components of the multiple variable $X$ (see De Angelis et al. (1988, pp. 22-24)).
2 The model is that proposed by Frydman et al. (1985), and formalized for insurance companies by Gismondi (1990). Details on the impurity functions are to be found in Marais et al. (1984).
3 In our application it is assumed that $C(L'_1 / L'_1) = C(L'_2 / L'_2) = 0$. 

---

$^1$ The condition of independence is a “strict” hypothesis and a “regular” approximation is possible in applications by using techniques of multivariate analysis; tolerance limit can be fixed at the coefficient of correlation among the components of the multiple variable $X$ (see De Angelis et al. (1988, pp. 22-24)).

$^2$ The model is that proposed by Frydman et al. (1985), and formalized for insurance companies by Gismondi (1990). Details on the impurity functions are to be found in Marais et al. (1984).

$^3$ In our application it is assumed that $C(L'_1 / L'_1) = C(L'_2 / L'_2) = 0$. 

The probability that a company belonging to \( L_1 \)
will be in node \( t \),
\[
P(L_1,t) = P(L_1)P(t/L_1),
\]
\( i = 1,2 \),
the prior probability that a company belongs to \( L_1 \),
\[
P(L_1), i = 1,2,
\]
the conditional probability that a company belonging to \( L_1 \) will be in
node \( t \).

### III. Application of the non-parametric (NPA) model
to the Italian insurance market

The data used for the analysis consist of the annual accounts of 48 non-life insurance
companies operating in Italy and having a portfolio in 1981 not more than 50 billion lire. The ob-
servations cover the period of 1981-1989.

The sample, which represents 14% of the Italian market, is a significant subset of the
original sample studied in De Angelis et al. (1988); the 48 companies have been divided, using
cluster analysis, into two homogeneous groups consisting of 25 safe companies and 23 unsafe
ones.

The set of 8 balance sheet ratios, selected by adopting a factor analysis1, has been com-
puted for the sample, specifically:

- \( LQ02 \): (securities + cash + deposits-short-term debt) / technical reserves
- \( RD02 \): net financial income / average of technical reserves at the beginning and at the
  end of the accounting period
- \( CR09 \): direct insurance: loss reserve of the year / losses incurred and paid in the year
- \( IE01 \): profit or loss for the year / shareholders’ equity
- \( RI13 \): direct insurance: losses borne by reinsures / losses paid
- \( TA02 \): motor vehicle insurance: premium reserve / premiums
- \( RRA1 \): motor vehicle insurance: net financial income / average stock of technical re-
  serves
- \( VR01 \): direct operations: premium reserve / premiums (percentage change over time)

The NPA model has been estimated on the 1981 accounts of the sample companies with
reference to two hypotheses:

Hypothesis A:
\[
P(L_1) = P(L_2) \quad \text{and} \quad c(L_1/L_2) = c(L_2/L_1)
\]

Hypothesis B:
\[
P(L_1) = 0.9, \quad P(L_2) = 0.1 \quad \text{and} \quad c(L_1/L_2) = 5c(L_2/L_1)
\]

The decision trees shown in Figures 1a and 1b are those with the least impurity among the
768 admissible trees obtained using the selection procedure. The two indicators considered to be
particularly significant for distinguishing between safe (S) and unsafe (\( \bar{S} \)) companies, RD02 and
LQ02, are present in both hypotheses.

---

1 See De Angelis et al. (1988, pp. 22-24).
Table 1 shows the values of $P(L_1', t) P(L_2', t)$ and $R_{L_1}(t), R_{L_2}(t)$.
Table 1

Levels of \( R_{t_i} (t) \) and \( R_{t_i} (t) \)

<table>
<thead>
<tr>
<th>NODE</th>
<th>( P(\mathbf{L}_{t_1}, t) )</th>
<th>( P(\mathbf{L}_{t_2}, t) )</th>
<th>( R_{t_i} (t) )</th>
<th>( R_{t_i} (t) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>HYPOTHESIS A</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t1</td>
<td>0.5000</td>
<td>0.5000</td>
<td>0.5000</td>
<td>0.5000</td>
</tr>
<tr>
<td>t2</td>
<td>0.0218</td>
<td>0.4400</td>
<td>0.4400</td>
<td>0.0218</td>
</tr>
<tr>
<td>t3</td>
<td>0.4783</td>
<td>0.0600</td>
<td>0.0600</td>
<td>0.4783</td>
</tr>
<tr>
<td>t4</td>
<td>0.0000</td>
<td>0.4400</td>
<td>0.4400</td>
<td>0.0000</td>
</tr>
<tr>
<td>t5</td>
<td>0.0218</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0218</td>
</tr>
<tr>
<td>t6</td>
<td>0.0218</td>
<td>0.0600</td>
<td>0.0600</td>
<td>0.0218</td>
</tr>
<tr>
<td>t7</td>
<td>0.4566</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.4566</td>
</tr>
<tr>
<td>t8</td>
<td>0.0000</td>
<td>0.0600</td>
<td>0.0600</td>
<td>0.0000</td>
</tr>
<tr>
<td>t9</td>
<td>0.0218</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0218</td>
</tr>
<tr>
<td>HYPOTHESIS B</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t1</td>
<td>0.9000</td>
<td>0.1000</td>
<td>0.5000</td>
<td>0.9000</td>
</tr>
<tr>
<td>t2</td>
<td>0.0000</td>
<td>0.0800</td>
<td>0.4000</td>
<td>0.0000</td>
</tr>
<tr>
<td>t3</td>
<td>0.9000</td>
<td>0.0200</td>
<td>0.1000</td>
<td>0.9000</td>
</tr>
<tr>
<td>t4</td>
<td>0.0000</td>
<td>0.0160</td>
<td>0.0800</td>
<td>0.9000</td>
</tr>
<tr>
<td>t5</td>
<td>0.9000</td>
<td>0.0400</td>
<td>0.0200</td>
<td>0.9000</td>
</tr>
<tr>
<td>t6</td>
<td>0.0000</td>
<td>0.0400</td>
<td>0.0200</td>
<td>0.0000</td>
</tr>
<tr>
<td>t7</td>
<td>0.9000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

The discriminatory power of the model has been measured by reclassifying the sample companies on the basis of their accounts for the years from 1981 to 1989.

In accordance with the Bayesian approach adopted, the performance of the model has been measured not with reference to the usual indicators of total and conditional efficiency\(^1\), but by introducing the indicator\(^2\):

\[
E[C(T)] = \frac{P(\mathbf{L}_{t_1}) n_{2/1}(T)}{n_1(T)} c(\mathbf{L}_{t_1} / \mathbf{L}_{t_2}) + \frac{P(\mathbf{L}_{t_2}) n_{1/2}(T)}{n_2(T)} c(\mathbf{L}_{t_2} / \mathbf{L}_{t_1}),
\]

where: \( n_1(T) \) – companies of \( \mathbf{L}_{t_i} (i = 1, 2) \) observed in year \( T \),

\( n_{1/2}(T), n_{2/1}(T) \) – companies misclassified in \( \mathbf{L}_{t_1} \) and \( \mathbf{L}_{t_2} \).

Table 2 shows the values of \( E[C(T)] \) observed in the “test” period of 1981-1989 for the two hypotheses. For the test period as a whole the average cost of misclassification was respectively 0.0756 and 0.1521 cost units. There was a marked deterioration in the reliability of the results in the last three years of the period, six years out from the estimation year. It needs to be stressed that the levels of reliability observed depend on the assumption that the division between safe and unsafe companies based on the accounts for 1981 is significant for the whole period.

---

\(^1\) For further details, see Joy and Tollefson (1985, pp. 728-729). An application of the model to the Italian insurance industry can be found in De Angelis et al. (1988, pp. 17-30).

\(^2\) The indicator is an estimate of the expected cost of a misclassification by the model (see Frydman et al. (1985, pp. 280)).
IV. The non-parametric model compared with linear and quadratic parametric models

4.1. The discriminatory power of the NPA model is confirmed by comparison with efficiency of linear (LDA) and quadratic (QDA) models estimated on the 1981 accounts of the sample companies.

Specifically, the LDA model considered is given by:

$$Z = b_1LQ02 + b_2RD02 + b_3CR09 + b_4IE01 + b_5RI13 + b_6TA02 + b_7RRA1 + b_8VR01,$$

where:

$$b = (0.21, 0.230, -0.001, -0.004, 0.006, 0.065, 0.019, -0.111)$$

and the QDA model by:

$$Q = -\left(\mathbf{x} - \mathbf{\mu}_{L_1}\right)^\prime \sum_{L_1}^{-1} \left(\mathbf{x} - \mathbf{\mu}_{L_1}\right) + \left(\mathbf{x} - \mathbf{\mu}_{L_2}\right)^\prime \sum_{L_2}^{-1} \left(\mathbf{x} - \mathbf{\mu}_{L_2}\right),$$

where:

$$\mathbf{\mu}_{L_1} = (0.574, 0.105, 1.888, 0.094, 0.430, 0.395, 0.086, 0.020)$$

$$\mathbf{\mu}_{L_2} = (0.022, 0.030, 1.399, -0.061, 0.375, 0.281, 0.032, -0.002)$$

and

This is the linear model used in De Angelis et al. (1988) and constructed following the approach to discriminatory analysis due to Fisher and Mahalanobis (1936).

The quadratic model is derived from linear model when it is not possible to sustain the hypothesis of equal covariance in the two groups of companies on which the estimation is based. Specifically, \(\mathbf{\mu}_{L_i}\) and \(\sum_{L_i}\) (\(i = 1, 2\)) are the vector of the means and the variance-covariance matrix in \(L_i\) and \(L_i\). Interesting comments can be found in Eisenbeis (1977, pp. 876-881) and some interesting comments and applications of the model to the Italian insurance industry are offered in De Angelis et al. (1988).
According to the Bayesian approach adopted, the automatic classification procedure for the LDA and QDA models has been strengthened by introducing a correction factor in the “cut-off value” of the intervals of safe and unsafe companies.

For the LDA model the cut-off value is defined by:

$$h^{LDA}(\overline{z}_{1,t}, \overline{z}_{2,t}, s^2_t, t) = \frac{1}{2} \left( \frac{1}{\overline{z}_{1,t} - \overline{z}_{2,t}} \right) \frac{s^2_t}{k},$$

where: \( \overline{z}_{1,t}, \overline{z}_{2,t} \) are the z-scores mean values of the companies in \( L_1 \) and \( L_2 \) valued in year \( t \)

\( s^2_t \) is the z-scores variance, valued in year \( t \)

\( k = \log \frac{c(L_1/L_2)P(L_2)}{c(L_2/L_1)P(L_1)} \)

is the correction factor;

and for the QDA model by:

$$k = \log \frac{c(L_1/L_2)P(L_2)}{c(L_2/L_1)P(L_1)} = 1.$$
where: $\Sigma_{L_{13}}$, $\Sigma_{L_{23}}$ are the variance-covariance matrix in $L'_1$ and $L'_2$, estimated in year $t$.

4.2. The LDA, QDA and NPA models have been compared with reference to the values of the indicator $E[C(T)]$ for each test year and for both hypotheses, A and B. Table 3 shows the values of $E[C(T)]$ for selected years.

The values of $E[C(T)]$ in selected years for the LDA, QDA and NPA models

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>HYPOTHESIS A</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LDA model</td>
<td>0.0000</td>
<td>0.0727</td>
<td>0.1348</td>
<td>0.2980</td>
</tr>
<tr>
<td>QDA model</td>
<td>0.2217</td>
<td>0.4250</td>
<td>0.4227</td>
<td>0.5000</td>
</tr>
<tr>
<td>NPA model</td>
<td>0.0217</td>
<td>0.0705</td>
<td>0.1121</td>
<td>0.1136</td>
</tr>
<tr>
<td>HYPOTHESIS B</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LDA model</td>
<td>0.2200</td>
<td>0.1409</td>
<td>0.1667</td>
<td>0.3571</td>
</tr>
<tr>
<td>QDA model</td>
<td>0.2591</td>
<td>0.4250</td>
<td>0.4409</td>
<td>0.5000</td>
</tr>
<tr>
<td>NPA model</td>
<td>0.0200</td>
<td>0.1068</td>
<td>0.0818</td>
<td>0.2403</td>
</tr>
</tbody>
</table>

a. With reference to the hypothesis:

$$P(L'_1) = P(L'_2) = 0 \quad \text{and} \quad c(L'_1/L'_2) = c(L'_2/L'_1)$$

- the NPA model performs better than the LDA and QDA models. The average expected cost of misclassification over the whole test period was found to be 0.0756 cost units, compared with 0.106 cost units for the LDA model and 0.383 cost units for the QDA model. On average the NPA model correctly classified 92% of the companies, as against 89% for the LDA model and 64% for the QDA model;
- the NPA and LDA models had the same discriminatory power in the first four years after the estimation year, with $E[C(T)]$ averaging 0.050 cost units. After the sixth year, the expected cost of misclassification for the NPA model was 40% less than that for the LDA model.

b. With reference to the hypothesis:

$$P(L'_1) = 0.9, \quad P(L'_2) = 0.1 \quad \text{and} \quad c(L'_1/L'_2) = 5c(L'_2/L'_1)$$

- the NPA model had an average overall efficiency of 89.3%, as against 80% for the LDA model and 65% for the QDA model. The conditional efficiency for the group of unsafe companies was particularly high: the NPA model correctly classified 92.2% of the unsafe companies, as against 57% for the LDA model and 24% for the QDA model;
- the average expected cost of misclassification for the NPA model was 35% less than for the LDA model and 62% less than that for the QDA model.
The use of additional information with respect to the classification rule of each model confirms the Bayesian value of the NPA model.

The better performance of the NPA model can be explained by the fact that prior probabilities and misclassification costs are incorporated directly in its construction, both when selecting the indicators and when fixing the rule for classifying terminal nodes as safe or unsafe.

Nonetheless, in view of its operational simplicity, the LDA model’s potential contribution to decision making should not be undervalued.

For large samples, and in the absence of information on $j_L$ and $j'_i$, it performs well in the first three or four years after the estimation year.

V. A stochastic model for evaluating ruin probabilities

In reference to the traditional literature on classical Risk Theory, it is possible to introduce on a set of insurance companies a preference order on the basis of their solvency quality, adopting a ruin probability measure defined by $\text{Prob}(\tilde{U}_t \leq 0)$, where $\tilde{U}_t$ is the stochastic Risk Reserve at the end of year $t$; in particular $\{\tilde{U}_t; t = 1,2,\ldots\}$ is the stochastic process describing the Risk Reserve’s dynamic over the time, whose $i$-th component is:

$$\tilde{U}_t = (1 + i(t-1,t))\tilde{U}_{t-1} + (\Pi_t - \tilde{S}_t - E_t)(1 + i(t-1,t))^{0.5}, \quad (11)$$

where: $i(t-1,t)$: risk free rate over the period $[t-1, t]$,

$\Pi_t$: gross premium volume, including safety and expense loadings,

$\tilde{S}_t$: stochastic aggregate claim amount,

$E_t$: general and acquisition expenses.

Assuming that expense loading amounts are equal to actual expenses and not considering the capitalization factor $(1 + i(t-1,t)).$ the (11) can be simplified as $\tilde{U}_t = \tilde{U}_{t-1} + (P_t - \tilde{S}_t)$, where $P_t = E(\tilde{S}_t)$ is the risk premium, including safety loadings. In accordance with the actuarial perspective it is usual to assume $\tilde{S}_t = \sum_{i=1}^{\tilde{N}_t} \tilde{Y}_{i,t}$ to be a compound mixed Poisson process, where $\tilde{N}_t$ (number of claims occurred in year $t$) is a mixed Poisson random variable, with parameter $n_t = n_0 (1 + g)^{t}$, increasing by the real growth rate $g$ and $\tilde{Y}_{i,t}$ (i.i.d. random variables) the random variable representing the $i$-th claim of year $t$, $\tilde{N}_t$ and $\tilde{Y}_{i,t}$ being reciprocally independent for each year $t$.

Under the above mentioned assumptions, if no autocorrelation is in force for all the components of the aggregate claims amount, the first three moments of the $\tilde{S}_t$ distribution are:

$$E(\tilde{S}_t) = n_t a_{1y,t} = (1 + g)^{t} (1 + k)^{t} E(\tilde{S}_0),$$

$$\sigma^2(\tilde{S}_t) = n_t a_{2y,t} = (1 + g)^{2t} (1 + k)^{2t} \sigma^2(\tilde{S}_0), \quad (12)$$

For further details see Pentikainen and Rantala (1995, pp. 116-122) and Savelli (2002, pp. 4-6).
\[
\gamma(\tilde{S}_t) = \frac{1}{\sqrt{n_t}} \left( \frac{a_{3Y,t}}{a_{2Y,t}} \right)^{\frac{1}{3}} = \frac{1}{\sqrt{(1+g)^r}} \gamma(\tilde{S}_0),
\]

where \( a_{jY,t} = E(\tilde{Y}_{i,t}) = (1+k)^j E(\tilde{Y}_{i,0}) = (1+k)^j a_{jY,0} \) is the \( j \)-th absolute moment of the random amount of the \( i \)-th claim of year \( t \), depending on the inflation rate \( k \).

It is possible to reach the aim of building a preference order on a set of insurance companies with reference to a ruin probability measure using the Pentikainen-Rantala simulation method; this method is based on randomizing the aggregate losses of all claims for an accident year and it requires as input parameters the mean, the standard deviation and the skewness of \( \tilde{S}_t \), computed when the mean claim number and the lowest moments of the individual claims are available as estimates from company’s observed data and assuming \( g \) is deterministic and \( k \) moves over the time as Wilkie’s autoregressive model. Steps of a simulation procedure referred to each realisation on \( t \)-th year can be represented as follows:

1st step: generate number \( n_t = n_0 q_t (1+g)^t \), where \( q_t \) is a realisation of a structure variable \( \tilde{Q}_t \) introducing into the model the stochastic fluctuation; in particular \( \tilde{Q}_t \cdot 1 = \alpha (\tilde{Q}_{t-1} - 1) + \varepsilon_t \) is a first order autoregressive process with \( \varepsilon_t \approx N(0,1) \);

2nd step: compute \( k_t \) as a realisation of the stochastic inflation rate \( \tilde{K}_t = \beta (\tilde{K}_{t-1} - \bar{k}) + \xi_t \), with \( \xi_t \approx N(0,1) \);

3rd step: compute the first three moments of \( \tilde{S}_t \), conditioned to generated numbers \( n_t \) and \( k_t \);

4th step: compute the Wilson-Hilferty’s \(^1\) formula using the first three moments of \( \tilde{S}_t \) to derive \( s_t \) as a realisation of \( \tilde{S}_t \);

5th step: compute \( P_t = E(\tilde{S}_t) \);

6th step: compute \( u_t = u_{t-1} + (P_t - s_t) \) as a realisation of the Stochastic Reserve;

7th step: go back to the 1st step to run a new realisation.

In lack of specific data to create a preference order on the insurance companies sample described in par. 3.1., the simulation procedure has been built to analyse its properties and to give some sensitivity tests. It has been used:

- PC tools like Visual Basic for Application, Matlab and Excel,
- ISVAP’s statistics on car accidents, referred to Italian insurance market and claims statistical data of an insurance company of medium size with \( n = 100000 \) and \( y = 2.273 \) euro,
- \( u_0 \) minimum solvency margin \((m.s.m.)\),
- 100.000 realisations for each yearly node, over a projection period of 25 years.

Figures 2a, 2b, 2c show respectively a simulated pattern of the inflation rate, the claims number and the risk reserve over a period of 25 years, making evident default situations near the barrier at level 0.

\(^1\) See Wilson and Hilferty (1931); the algorithm represents a usual actuarial tool to simulate \( \tilde{S}_t \), when the first three moments are known.
Fig. 2a. A simulated pattern of the inflation rate

Fig. 2b. A simulated pattern of the claims number

Fig. 2c. A simulated pattern of the risk reserve
First cases of default arrive not before the end of the 9th year, depending on the specific situation of the insurance portfolio analysed and moreover a similar behaviour is found out from tables 4-7, where an observed cumulative ruin probability is reported in reference to different levels of the Risk Reserve and, respectively, for three different assumptions on the average amount and the number of claims at the time \( t=0 \): in particular the cumulative ruin probability increases with the time and drops when the Risk Reserve grows over the m.s.m.

Table 4

<table>
<thead>
<tr>
<th>( u_0 = )</th>
<th>( t \in [0,5] )</th>
<th>( t \in [0,10] )</th>
<th>( t \in [0,15] )</th>
<th>( t \in [0,20] )</th>
<th>( t \in [0,25] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(m.s.m.)</td>
<td>0.00%</td>
<td>5.64%</td>
<td>21.65%</td>
<td>36.00%</td>
<td>46.63%</td>
</tr>
<tr>
<td>1.25* (m.s.m.)</td>
<td>0.00%</td>
<td>2.30%</td>
<td>14.79%</td>
<td>29.09%</td>
<td>40.59%</td>
</tr>
<tr>
<td>1.50* (m.s.m.)</td>
<td>0.00%</td>
<td>0.89%</td>
<td>9.76%</td>
<td>23.23%</td>
<td>35.49%</td>
</tr>
<tr>
<td>1.75* (m.s.m.)</td>
<td>0.00%</td>
<td>0.29%</td>
<td>6.41%</td>
<td>18.71%</td>
<td>31.09%</td>
</tr>
<tr>
<td>2.00* (m.s.m.)</td>
<td>0.00%</td>
<td>0.08%</td>
<td>3.98%</td>
<td>14.49%</td>
<td>26.59%</td>
</tr>
</tbody>
</table>

Table 5

<table>
<thead>
<tr>
<th>( u_0 = )</th>
<th>( t \in [0,5] )</th>
<th>( t \in [0,10] )</th>
<th>( t \in [0,15] )</th>
<th>( t \in [0,20] )</th>
<th>( t \in [0,25] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(m.s.m.)</td>
<td>0.00%</td>
<td>5.34%</td>
<td>21.39%</td>
<td>35.70%</td>
<td>46.23%</td>
</tr>
<tr>
<td>1.25* (m.s.m.)</td>
<td>0.00%</td>
<td>2.18%</td>
<td>14.60%</td>
<td>28.79%</td>
<td>40.38%</td>
</tr>
<tr>
<td>1.50* (m.s.m.)</td>
<td>0.00%</td>
<td>0.70%</td>
<td>9.49%</td>
<td>22.97%</td>
<td>35.16%</td>
</tr>
<tr>
<td>1.75* (m.s.m.)</td>
<td>0.00%</td>
<td>0.26%</td>
<td>6.08%</td>
<td>18.18%</td>
<td>30.54%</td>
</tr>
<tr>
<td>2.00* (m.s.m.)</td>
<td>0.00%</td>
<td>0.06%</td>
<td>3.85%</td>
<td>14.18%</td>
<td>26.27%</td>
</tr>
</tbody>
</table>

Table 6

<table>
<thead>
<tr>
<th>( u_0 = )</th>
<th>( t \in [0,5] )</th>
<th>( t \in [0,10] )</th>
<th>( t \in [0,15] )</th>
<th>( t \in [0,20] )</th>
<th>( t \in [0,25] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(m.s.m.)</td>
<td>0.00%</td>
<td>5.22%</td>
<td>21.07%</td>
<td>35.40%</td>
<td>45.97%</td>
</tr>
<tr>
<td>1.25* (m.s.m.)</td>
<td>0.00%</td>
<td>2.09%</td>
<td>14.18%</td>
<td>28.52%</td>
<td>40.06%</td>
</tr>
<tr>
<td>1.50* (m.s.m.)</td>
<td>0.00%</td>
<td>0.73%</td>
<td>9.42%</td>
<td>22.87%</td>
<td>35.10%</td>
</tr>
<tr>
<td>1.75* (m.s.m.)</td>
<td>0.00%</td>
<td>0.25%</td>
<td>6.14%</td>
<td>17.92%</td>
<td>30.24%</td>
</tr>
<tr>
<td>2.00* (m.s.m.)</td>
<td>0.00%</td>
<td>0.07%</td>
<td>3.82%</td>
<td>14.13%</td>
<td>26.29%</td>
</tr>
</tbody>
</table>
Table 7

<table>
<thead>
<tr>
<th>$u_0$ = (m.s.m.)</th>
<th>$t \in [0.5]$</th>
<th>$t \in [0.10]$</th>
<th>$t \in [0.15]$</th>
<th>$t \in [0.20]$</th>
<th>$t \in [0.25]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00%</td>
<td>4.96%</td>
<td>20.83%</td>
<td>35.35%</td>
<td>45.98%</td>
<td></td>
</tr>
<tr>
<td>1.25* (m.s.m.)</td>
<td>0.00%</td>
<td>1.97%</td>
<td>13.95%</td>
<td>28.23%</td>
<td>39.91%</td>
</tr>
<tr>
<td>1.50* (m.s.m.)</td>
<td>0.00%</td>
<td>0.73%</td>
<td>9.44%</td>
<td>22.85%</td>
<td>34.83%</td>
</tr>
<tr>
<td>1.75* (m.s.m.)</td>
<td>0.00%</td>
<td>0.23%</td>
<td>6.01%</td>
<td>17.85%</td>
<td>30.11%</td>
</tr>
<tr>
<td>2.00* (m.s.m.)</td>
<td>0.00%</td>
<td>0.07%</td>
<td>3.73%</td>
<td>13.95%</td>
<td>25.80%</td>
</tr>
</tbody>
</table>

$n_0 = 130000$, $Y_0 = 2,955$ euro
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