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Yushan Zhao (USA) 

A stochastic model for market opportunity assessment 

Abstract 
Market opportunity assessment is crucial for organizational survival. Past research is mostly static and not able to deal 

with dynamic real world problems. A serious shortcoming of past research is that market opportunity assessment is 

treated as a static decision rather than a dynamic, ongoing process. Researchers do not include considerations such as 

the timing of the decision and changing conditions. 

Based on the research of the knapsack problem (secretary problem), this study develops a model of dynamic market 

opportunity assessment that takes into account opportunities that will emerge in the future. The firm, thus, can decide 

on real time whether it accepts or rejects the existing opportunity or wait for the upcoming opportunity.  

The proposed model is of great potential for practical application. At each time period, a critical value is calculated for 

the opportunity assessment. If the value of the coming opportunity is greater than the critical value, the firm is recom-

mended to accept and implement the opportunity. If the value of the coming opportunity is less than the critical value, 

the firm is recommended to reject the opportunity and wait for the upcoming one. 

Keywords: market opportunity, model, knapsack. 
 

Introduction© 

One of the major challenges in strategic marketing 

planning is the difficulty in measuring dynamic market 

opportunities (Aboulnasr et al., 2008; Bond and Hous-

ton, 2003; Gruber, MacMillan, and Thompson, 2008; 

Houston et al., 2001; Woodruff, 1976). Woodruff and 

Gardial (1996) find that most new firms are unsuccess-

ful. The major reason for the failure is that firms do not 

select the right market opportunity for investment. In 

practice, market opportunities appear and disappear 

quickly and are short-lived (Golicic et al., 2003). 

Therefore, the calculations and execution must be per-

formed very efficiently (Yang, Tan, and Sun, 2009). 

Further, market opportunity should fit the given firm’s 

marketing strategy and the firm’s organizational goals 

and capabilities (Bond and Houston, 2003; Fildes et 

al., 2007). For example, the market opportunity may 

be significant, but the organization may not have the 

organizational capacity to execute the opportunity. 

Many market opportunities may be identified by the 

marketing department. Some opportunities may be 

of great value for investment, but most of the re-

maining opportunities will not have sufficient poten-

tial for further investigation (Cavusgil, Kiyak, and 

Yeniyurt, 2004; Woodruff and Gardial, 1996). If 

each opportunity advanced to the execution phase, 

costs would be prohibitive. Furthermore, competi-

tion in the market-place would grow fiercer as mar-

ket opportunities remain fleeting (Fildes et al., 

2007). The external environment does not give firms 

sufficient time to make decisions. Firms with poor 

evaluation systems are likely to lose valuable oppor-

tunities and to wind up being at a disadvantage in 

the competitive market (Golicic et al., 2003). 

                                                      
© Yushan Zhao, 2011. 

Previous research has developed many mathematical 

models to formulate the selection of market opportu-

nities (Gruber, MacMillan, and Thompson, 2008; 

Woodruff and Gardial, 1996). These models include 

simple checklists, cost-benefit analysis, multiple cri-

teria analysis, and analytical hierarchy process. Tradi-

tionally, the decision-analytic approach toward mar-

ket opportunity selection first evaluates opportunities 

by two steps: (1) quantifying the probability that an 

opportunity would yield success (using subjective 

estimates from marketing); and (2) quantifying the 

benefits attributable to an opportunity if it were to 

yield success. Then, several market opportunities are 

compared with one another to identify the best one 

capable of maximizing firm profits (Bond and Hous-

ton, 2003; Gruber, MacMillan, and Thompson, 2008; 

Yang and Shi, 2002). 

According to critics, these approaches rest on fixed-

criteria assumptions that lack mechanisms for adapt-

ing various changing conditions within the planning 

cycle (Cavusgil, Kiyak, and Yeniyurt, 2004; Houston 

et al., 2001). These models cannot deal with complex, 

real-world problems (Bordley, 1998; Gruber, Mac-

Millan, and Thompson, 2008; Reddy, 1990). A seri-

ous shortcoming that has beset past research is that it 

treats project selection as a static, once a year deci-

sion event rather than a dynamic, ongoing process. 

Researchers who subscribe to these models seldom 

consider such matters as the timing of the decision 

and changing conditions. Most of the studies in this 

field have assumed the existence of different types of 

market opportunities and, therefore, have examined 

the apparently most appropriate policy for selecting 

from the existing list of opportunities. 

This study considers a different setup: the dynamic 

process of the market opportunity evaluation. This 

research does not assume the existence of a fixed 

number of market opportunities. Instead, it assumes 
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that opportunities appear randomly and are random 

in quality. The study proceeds to determine and ana-

lyze optimal opportunity assessment strategies in 

dynamic contexts, where accepting one opportunity 

may cause the marketing department to forfeit a bet-

ter opportunity in the future. 

The model proposed in the study will deal with the 

dynamic process of market opportunity assessment. 

This paper will develop a mechanism that allows a 

decision-maker to select market opportunities in real 

time. In particular, this study addresses the potential 

market opportunities that will appear in the future 

when firms make the decision as to whether they 

should wait for the upcoming opportunities or ac-

cept the existing one.

1. The classical models 

Classical approaches to market opportunity evalua-

tions presume the existence of a set of candidates as 

the basis for the selection. The basic selection method 

is to rank the opportunities according to certain crite-

ria. The opportunity selection sometimes treats the 

constraints on firm capability. Thus, researchers for-

mulate the opportunity evaluation as a constrained 

optimization problem (Bond and Houston, 2003; 

Gruber, MacMillan, and Thompson, 2008; Oh et al., 

2009; Schmidt and Freeland, 1992). The main models 

are checklist, cost-benefit analysis, multiple-criteria 

analysis, and the analytical hierarchy process. 

In the classical methods, the researchers assume that 

there exists a set of market opportunities: {C1
, C2

, C3
, 

... Cn
}, the researchers use these models to select one 

opportunity Ci
, {I = 1, 2, 3,...n}, that is the best among 

these opportunities. The main differences among these 

models concern the criteria for selecting the opportuni-

ties and the opportunity-ranking methods. 

1.1. Checklist. The checklist is based on a set of 

criteria for market opportunity evaluation. The total 

rating number Ti is developed for each opportunity 

(see Jackson, 1983). Here: 

Ti = ,
j

ijs  

sij = 1 when the ith
 project is judged to meet the jth

 

criterion, and sij = 0 otherwise. Total scores (Ti) for all 

opportunities are compared. The market opportunity 

with the highest score is the champion. 

1.2. Cost-benefit analysis (CBA) and multiple cri-

teria analysis (MCA). In a CBA, the potential gains 

and losses of all market opportunities are calculated 

and compared on the basis of decision rules for de-

termining which opportunity is most desirable in rela-

tion to firm capability (Nas, 1996; Van der Zee, 

Achterkamp, and de Visser, 2004). The method is 

very popular as a way to design a quick scan for the 

selection of market opportunities. According to the 

method of CBA, the relevant costs and benefits of a 

market opportunity have to be identified and meas-

ured. After this, the opportunities are compared and 

the most promising one is selected. MCA is a sys-

tematic approach with which decision-makers specify 

and evaluate criteria for selecting the best opportunity 

(Beim and Levesque, 2004). CBA relates opportunity 

to a single financial dimension, and MCA helps rate 

opportunities according to multiple dimensions. 

1.3. Analytical hierarchy process. The analytical hi-

erarchy process (AHP) is a decision-aiding method 

(Saaty, 1994; Yang and Shi, 2002). It has been pro-

posed in recent literature as an emerging solution ap-

proach to large and complex real world decision-

making problems. It integrates expert opinion and 

evaluation and divides the complex decision-making 

system into a hierarchy system. AHP defines the prob-

lem and determines the organizational goals, structures 

a top-down hierarchy consisting of decision-makers’ 

objectives, and uses mathematical calculations to ef-

fectively evaluate market opportunities and, in turn, to 

assist managers in their long-term strategic planning. 

These methods have proven useful in screening de-

cisions, in conducting comprehensive analysis, and 

in facilitating communication for structuring deci-

sion processes. However, all of these methods as-

sume there to be available market opportunities and 

ignore the dynamics of the selection process (Ca-

vusgil, Kiyak, and Yeniyurt, 2004). In real situa-

tions, market opportunities present themselves to 

marketing departments in a dynamic process. 

1. Market opportunities present themselves to 

marketing departments continuously, so it is 

impossible to predetermine a set of opportuni-

ties from which to select. 

2. There are market opportunities that are of poten-

tial value but that do not appear at the time of 

selection (the classical models assume the non-

existence of such potential opportunities). 

3. The values of the potential opportunities are not 

known until they appear. 

2. The model 

The motivation of this study stems in large measure 

from the study of dynamic knapsack problems, or 

secretary problems (Babaioff et al., 2008; Carraway, 

Schmidt, and Weatherford, 1993; Freeman 1983; Pa-

pastavrou, Rajagopapalan, Kleywegt, 1996; Sakagu-

chi, 1984; Smith, 1975). In a secretary problem, a 

position is available. An unknown number of appli-

cants present themselves in random order to an em-

ployer who observes each applicant. At each stage, 

the employer must decide whether to accept the pre-

sent applicant or to reject the applicant and continue 
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to interview further applicants. The optimal stop-

ping rule is to maximize the probability of employ-

ing the best applicant. 

There is an analogy between market opportunity as-

sessment and secretary problem or knapsack prob-

lem. It can be described as follows: there exists a time 

deadline T  for the selection. A given amount 
tc  of 

investment is available for the new market opportu-

nity in the firm in each time period t (t = 1, 2, ..., T ). 

Market opportunities arrive in time according to a 

stochastic process. It is assumed that the demand of 

each opportunity in terms of the amount of invest-

ment is the same (e1 = e2 =...= eT = e). Benefits b as-

sociated with each opportunity are random. Each op-

portunity’s success rate is r . If the opportunity is 

rejected, it cannot be recalled. 

Using 
c

tEV  to denote the accumulated expected 

benefits from time t  to the deadline. This study is 

interested in determining decision rules on how to 

select the opportunity so as to maximize the accu-

mulated expected benefits. 

At time t , if an opportunity with benefits b  arrives, 

the firm has to decide whether to accept it or reject it. 

If the firm accepts it, the firm will invest the amount 

of e  to the opportunity, and expected accumulated 

benefits are: 

b + .1

ec

tEV
 
                                                           (1)

 

If the firm rejects the opportunity, the expected ac-

cumulative benefits are: 

.1

c

tEV                                                                     (2) 

This study is interested in deciding the optimal 

benefits from equations (1) and (2). So the decision 

rule is: 

Max {b + 
ec

tEV 1 , 
c

tEV 1 }.                                    (3) 

Lemma 1. 
c

tEV  is a non-decreasing function of c ; 

c

tEV  is a non-increasing function of t .

This can be proved intuitively. The more the firm can 

invest, the higher the expected benefits, supporting 

(1) of Lemma 1. The less time left, the lower the ex-

pected benefits, supporting (2) of Lemma 1. 

Theorem 1. If at time t , the remaining amount of 

investment is c, an opportunity with benefits b ar-

rives, then the optimal decision rule is characterized 

by a sequence of “critical benefits”:

{
c

tB } (t = 1, 2, 3, ... T) such that, 

if at the beginning of period t , an opportunity of 

benefits b  < 
c

tB  is rejected. If b  
c

tB , the oppor-

tunity is accepted. 

Proof. The decision rule is to select Max {
c

tEV 1 , 

ec

tEV 1 +b}. Because 
c

tEV  is a monotone increase in 

c , there exists, at most, one critical benefits 
c

tB , 

defined by:

c

tEV 1 =
ec

tEV 1 +
c

tB , i.e., 

,11

ec

t

c

t

c

t EVEVB  such that: 

1. if b  <
c

tB , then 
c

tEV 1 > 
ec

tEV 1  + b , therefore, 

the opportunity is rejected. 

2. if b c

tB  then 
c

tEV 1   
ec

tEV 1  +b , therefore, 

the opportunity is accepted. 

Corollary 1. The expected value of rejecting the 

opportunity is:

.)(
0

1

c
tB

c

t dbbfEV  

Proof. According to Theorem 1, the opportunity is 

rejected if b <
c

tB . The probability of b <
c

tB  is 

P{b <
c

tB }=
c
tB

dbbf
0

)( . Expected value of reject-

ing the opportunity is: 

c

tEV 1 P {b<
c

tB } = .)(
0

1

c
tB c

t dbbfEV  

Corollary 2. When the success rate of the opportu-

nity is r, the expected benefits of accepting the op-

portunity if it is successful is:

r
c
tB

ec

t dbbfEVb .)()( 1  

Proof. According to Theorem 1, an opportunity is ac-

cepted if b c

tB . The probability of accepting the 

opportunity is }{ c

tBbp = .)(
tBc

dbbf  So, the 

expected value of accepting opportunities is:

.)()()()( 11 c
tB

ec

t

c

t

ec

t dbbfbEVBbpbEV  

Therefore, when the success rate is r, the expected 

value of accepting the opportunity is: 

.)()()()( 11 c
tB

ec

t

c

t

ec

t dbbfbEVrBbpbEVr  
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Corollary 3. The expected value of accepting the 

opportunity if it is not successful is:

(1-r) .)(1c
tB

ec

t dbbfEV  

Proof. The expected value of the opportunity if it is 

not successful is: 

c
tB

ec

t

c

t

ec

t dbbfEVBbpEV )(}{ 11 . 

If the probability of failure is (1–r), then the ex-

pected value of accepting the opportunity when it is 

not successful is: 

.)()1(}){)(1( 11 c
tB

ec

t

c

t

ec

t dbbfEVrBbpEVr

Corollary 4. The total expected benefits when an 

opportunity arrives is:

ec

tEV 1  + 
c

tB F(
c

tB ) + .)(
c
tB

dbbbfr  

Proof. The total expected benefits is the sum of re-

jecting and accepting the opportunity. 

Summarizing results in Corollaries 1, 2, and 3, the 

total expected benefits will be: 

c
tB

c

t dbbfEV
0

1 )( + r
c
tB

ec

t dbbfEVb )()( 1 + (1-r) 

))(-(1)()( 111

c

t

ec

t

c

t

c

t
B

ec

t BFrEVBFEVdbbfEV
c
t

 

v
tB

dbbbfr )(  + (1-r) 
ec

tEV 1 (1- )( c

tBF ); 

c
tB

c

t dbbfEV
0

1 )( + r
c
tB

ec

t dbbfEVb )()( 1 + (1-r) 

c
tB

ec

t dbbfEV )(1 )( 111

ec

t

c

t

ec

t EVEVEV

rBF c

t )( ;)(
v
tB

dbbbf  

c
tB

c

t dbbfEV
0

1 )( + r
c
tB

ec

t dbbfEVb )()( 1  + (1-r) 

c
tB

ec

t dbbfEV )(1 =
ec

tEV 1

c

tB rBF c

t )( .)(
v
tB

dbbbf  

Corollary 5. The critical value 
c

tB can be calculated 

recursively:

,c

tB  if e > c.

,0c

tB  if t  T and e c. 

,11

ec

t

c

t

c

t EVEVB  if t < T and e  c. 

Corollary 5 implies that when the required capacity 

of opportunity is greater than a firm’s existing capac-

ity, the firm has to reject the opportunity because the 

firm lacks the capability. Once the deadline for op-

portunity assessment passes, the firm runs into the 

risk of accepting any upcoming opportunity. Because 

the expected benefits and critical value of last period 

are known, expected benefits and critical values of 

other time periods can be calculated recursively (see 

Papastavrou, Rajagopapalan, and Kleywegt, 1996). 

3. A numerical simulation 

The purpose of the simulation is to explore the rela-
tionship between time period (t) at which the opportu-
nity is selected, firm available amount of investment 
(c) when the opportunity appears, and critical values 

c

tB for opportunity selection. The basic question is: 

how does opportunity assessment criteria change at 
different time periods? The simulation will investigate 

how the critical value Bt

c
 changes when the time of 

opportunity assessment approaches the deadline. 

The simulation uses the most commonly used distri-
bution: exponential distribution (see Figure 1). That 
is, opportunities with great benefits are very rare, 
and most of the opportunities do not have sufficient 
potential values. Therefore, 

)(bf be  

 
Fig. 1. Exponential distribution 

In the experiment, it is also assumed that: 

= 
5

1
, T = 10, c = 12, r = 0.6. 

The permitted time periods are ten: ten periods are 
available to assess and select the opportunity. There 
are 12 units (amount) of investment that are avail-
able for the firm. For simplicity, each opportunity is 
assumed to need one unit (amount) of investment. 
The success rate of opportunity is 0.6.  

According to the property of exponential distribution, 

= 
1

= 5. The mean of the potential benefits is five. 

Therefore, 

,
5

1
)( 5

1
b

ebf  
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F(
c

tB ) = f b db
B t

c

( )
0

= 1 ,5

1 c
tB

e  

c
tB

dbbbf )( = 
c

tB  
c
tB

e 5

1

.5 5

1 c
tB

e  

When time t = 1, it is defined as the first period. There-

fore, there are nine periods left. When time t = 10, it is 

in the last period of opportunity assessment. 

The experiment adopts the backward calculation 

method, which is the most common method for the 

knapsack problem. The experiment begins with the 

last period (t = 10) and the remaining amount of 

investment is one (c = 1). Therefore, T = 10, c = 1, 

r = 0.6, and e = 1. 

In the last period
1

10B = 0. 

1

10EV
1
10

)()( 1

10

1

10

11

11
B

dbbbfrBFBEV

.36.0500  

From this 
1

9B  is calculated: 

1

9B = .3030

10

1

10 EVEV  

and then we can get 
1

9EV  and 
1

8B  and so on. 

Based on the above results, the critical values are 

calculated when the remaining units of the amount 

of investment are two, three, four, and so on. The 

critical values are shown in Figure 2 and Table 1. 

Figure 2 and Table 1 show that critical values decrease 

as the last decision deadline approaches (T = 10). 

When t = 1, the critical value is 6.29. However, when t 

= 9, the critical value decreases to 3. Critical value is 

zero when t = 10, which implies that the firm is at 

the risk of accepting any incoming opportunity. 

Critical values increases as the remaining amount of 

investment decreases. 

 

Fig. 2. Critical value (b is exponential distribution) 

Table 1. Summary of critical value  
(exponential distribution) 

Deadline 

c/t* 1 2 3 4 5 6 7 8 9 10 

1 6.29 6.13 5.94 5.71 5.43 5.08 4.62 3.99 3.00 0 

2 5.11 4.87 4.60 4.29 3.91 3.44 2.85 2.01 0 0 

3 4.14 3.87 3.56 3.20 2.77 2.24 1.53 0 0 0 

4 3.35 3.05 2.72 2.32 1.85 1.24 0 0 0 0 

5 2.68 2.37 2.00 1.58 1.05 0 0 0 0 0 

6 2.10 1.77 1.38 0.91 0 0 0 0 0 0 

7 1.58 1.23 0.80 0 0 0 0 0 0 0 

8 1.10 0.72 0 0 0 0 0 0 0 0 

9 0.65 0 0 0 0 0 0 0 0 0 

10 0 0 0 0 0 0 0 0 0 0 

11 0 0 0 0 0 0 0 0 0 0 

12 0 0 0 0 0 0 0 0 0 0 

Note: *first period: t = 1; last period: t = 10. 

Conclusion 

It has been a main issue for the decision-makers 
whether strategic marketing planning will be suc-
cessful or not (Bond and Houston, 2003). Previous 
studies are not sufficient to evaluate the dynamic 
process of market opportunity (Gruber, MacMillan, 
and Thompson, 2008). They are not fit for the vola-
tile market even though they try to consider multi-
criteria of the marketing decision. Also, customers’ 
needs and market situations have changed dramati-
cally, fueled by the advance of technology. Firms 
need a comprehensive evaluation tool for evaluation 
of market opportunity more than ever. 

This paper examines the problem of determining 
sequential selection rules for randomly arriving 
market opportunities of random benefits. It develops 
a dynamic model of market opportunity assessment 
based on the knapsack problem. The new method 
calculates the critical values in each time period for 
the opportunity assessment. If the potential benefits 
of coming opportunity exceeds the critical value, the 
firm accepts the opportunity and if the coming op-
portunity has a benefits lower than the critical val-
ues, the firm rejects the opportunity. 

Because of the dynamic nature of the market opportu-
nity assessment, the critical values change at different 
time periods. Specifically, when remaining time gets 
less, the critical values get smaller, which implies that 
the firm has to accept the opportunity with lower bene-
fits. The critical values are different as the firm’s re-
maining amount of investment changes. As the re-
maining amount of investment decreases, the critical 
values increase, which implies that a high quality of 
opportunity should be selected to increase the effi-
ciency of a firm’s operation. Future research should 
be directed at integrating this model with the classical 
models to develop a comprehensive framework for 
the real-time market opportunity assessment. 
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