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Abstract

Predicting the creditworthiness of bank customers is a major concern for banking 
institutions, as modeling the probability of default is a key focus of the Basel regula-
tions. Practitioners propose different default modeling techniques such as linear dis-
criminant analysis, logistic regression, Bayesian approach, and artificial intelligence 
techniques. 

The performance of the default prediction is evaluated by the Receiver Operating 
Characteristic (ROC) curve using three types of kernels, namely, the polynomial ker-
nel, the linear kernel and the Gaussian kernel. To justify the performance of the model, 
the study compares the prediction of default by the support vector with the logistic 
regression using data from a portfolio of particular bank customers. 

The results of this study showed that the model based on the Support Vector Machine 
approach with the Radial Basis Function kernel, performs better in prediction, com-
pared to the logistic regression model, with a value of the ROC curve equal to 98%, 
against 71.7% for the logistic regression model. Also, this paper presents the concep-
tion of a support vector machine-based rating tool designed to classify bank customers 
and determine their probability of default. This probability has been computed empiri-
cally and represents the proportion of defaulting customers in each class.
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INTRODUCTION

Banks’ retail customers are particulars and professionals with a low 
level of commitment. Particular customers are customers whose needs 
are generally limited to consumer and housing loans.

For the granting of credit, the solvency of a customer remains the ma-
jor concern for banks because the solvency represents the customer’s 
capacity to honor her commitments without incidents during all the 
duration of the credit.

Credit risk management and the prediction of the creditworthiness 
of bank customers remain a primary topic in the field of financial risk 
management and have recently become the main focus of the banking 
and financial sector (Lai et al., 2006).

The classification of customers according to their quantitative charac-
teristics (income, repayment burden, age, etc.) and qualitative char-
acteristics (number of incidents, civil status, etc.) into solvent and in-
solvent customers is done using a scoring tool. The latter, designed 
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using probabilistic, Bayesian or artificial intelligence (AI) techniques, makes it possible to distinguish 
between good customers and bad customers.

Since the publication of the Basel 2 Accord, the scoring system has evolved into a rating system for com-
panies, particulars and professionals. Within this framework, various studies have been conducted to 
compare the techniques to be used to guarantee the efficiency and performance of the rating tools.

Logistic regression (LR), linear discriminant analysis (LDA), the Bayesian approach and artificial neural 
networks (ANN) are the main techniques studied by the researchers. Indeed, for databases of limited 
size, the use of LR and LDA is an optimal choice, whereas for large databases that require a continuous 
readjustment of the classification data, the use of AI methods becomes the most appropriate way to in-
crease the accuracy of predicting the creditworthiness of bank customers.

This paper evaluates the performance of models based on the support vector machine (SVM) using 
multiple kernels and its ability to classify the portfolio into several classes according to the probability 
of default to build a rating tool compliant with banking regulations. The empirical study also compares 
the support vector and logistic regression.

1. LITERATURE REVIEW  

AND HYPOTHESES

Default prediction has been the subject of vari-
ous academic studies as the literature highlights 
the use of various techniques to model the credit-
worthiness of bank customers, including LR, LDA, 
Bayesian approach, ANN, SVM and other tech-
niques related to AI. This study proposes an exten-
sion of previous research regarding the variables 
used and the design of a scoring tool.

1.1. The choice of variables  
for fault prediction

Logistic regression has been studied by sever-
al researchers such as Ohlson (1980), Jones and 
Hensher (2007) and Benbachir and Habachi (2018), 
Zizi et al. (2020) and Habachi and El Haddad 
(2021), while LDA has been studied by Altman 
et al. (1994), Habachi and Benbachir (2019), and 
Svabova et al. (2020).

As for the ANN method, it is robust to specification 
errors (Cybenko, 1989; Barron, 1993). Multiple 
studies and research work to predict the credit-
worthiness of bank customers have used this tech-
nique and have confirmed this robustness, among 
which Lee et al. (2002), West (2000), Khashman 
(2010), Tsai et al. (2009), Coats and Fant (1993), 
Dimitras et al. (1996), Coakley and Brown (2000), 
Ravi Kumar and Ravi (2007) can be cited.

However, the SVM developed by Cortes and 
Vapnik (1995) is defined by Noble (2006) as an 
algorithm that learns from historical data to as-
sign labels to new anonymous data, has been the 
subject of several researches such as Pławiak et 
al. (2019) who showed that the SVM approach is 
a very powerful technique for default probability 
prediction.

The use of kernels for nonlinearly separable data 
is done by Suykens and Vandewalle (1999), Zhou 
et al. (2009) and K. Amzile and R. Amzile (2021), 
who concluded that an SVM with an RBF kernel 
is determined with excellent performance and low 
computational cost.

The use of SVM to calculate customer scores is 
done by Huang et al. (2007) who concluded that 
the score based on the SVM approach correctly 
classifies the credit applications, while Guyon et 
al. (2002) concluded that the SVM method is very 
efficient for classification with an accuracy of 98%.

For modeling the probability of default of bank 
customers, Goh and Lee (2019) concluded that 
SVM represents the current trend among practi-
tioners and academicians, and also represents the 
main alternative for improving the performance 
of the bank customer credit prediction model.

The literature shows that some studies have com-
bined the SVM method with other techniques to 
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increase the performance of the model. In particu-
lar, Zhou et al. (2013) used the hybrid SVM-KNN 
model (K-Nearest Neighbors method is among 
the machine learning algorithms) to improve the 
prediction accuracy of SVM; the experimental re-
sults imply that the hybrid SVM-KNN model is an 
ideal and efficient approach for credit rating.

These studies used quantitative variables to predict 
retail customer default. Benbachir and Habachi 
(2018, 2019) used qualitative variables to predict 
corporate default. 

1.2. Comparative studies conducted 
on default prediction models

Modeling techniques are compared by various re-
searchers such as Altman et al. (1994) who com-
pare ANN and LDA, Worth and Cronin (2003) 
who compared LDA and LR, Pavlyshenko (2016) 
who compared machine learning (ML) methods 
and LR, and Salazar et al. (2012) who compared 
SVM and LR

Verplancke et al. (2008) compared SVM and LR 
and concluded that the discriminatory power of 
LR and SVM models is satisfactory. Musa (2013) 
showed that SVM and LR on all performance 
measures have equal performance for both bal-
anced and unbalanced data. However, SVM may 
perform better for highly unbalanced data sets.

According to Ruiz et al. (2017), loan evaluation with 
LR and SVM models not only improved the delin-
quency rate and approval rate, but also optimized 
the loan approval time. Feng et al. (2019) concluded 
that twenty-two selected ML models have compara-
ble capabilities to the LR model, among them, SVM 
performed significantly better than LR. The same 
result was obtained by Baesens et al. (2003), Xiao et 
al. (2006), Yao and Chen (2019).

The dependence of model performance on mode-
ling conditions was studied by Hassan and Jayousi 
(2020). The authors compared the performance 
of techniques related to AI in predicting bank 
customer default and concluded that there is no 
best technique for credit prediction problems for 
all situations, since the performance of the tech-
niques depends on the structure and quality of the 
data used during training.

This study evaluates the performance of the SVM 
method with reference to LR and the extension 
of this technique for the construction of a mul-
ti-class classification tool and the determination 
of the probability of defect per class.

Accordingly, this paper proposes two following 
hypotheses:

H
1
: SVM approach improves performance of 

customer credit prediction.

H
2
: SVM is used to build rating tools and calcu-

late the probability of default in accordance 
with the provisions of banking regulations.

2. METHODOLOGY

The methodology presented in the rest of this sec-
tion is composed of the presentation of fault mod-
eling by LR, presentation of fault modeling by 
SVM, performance measurement and, finally, the 
construction of a rating tool.

2.1. Modeling the probability  
of default using logistic 
regression 

The customer’s creditworthiness is modeled by the 
binary variable Y defined by:

0   if the client is creditworthy        
  

1    if the client is not-creditworthye
Y


= 


 (1)

Logistic regression (LR) modeling consists in cal-
culating the probability of realizing the variable Y 
= 1, noted p defined as follows:

( )1 /  ,
1

U

U

e
p P Y X

e
= = =

+
 (2)

with

0 1 1 2 2

13 13 ,

TU X X X

X

β β β β
β

= + + +

+

=


 (3)

( )1 2 3 131, , , , , ,X X X X X=   (4)

where X
i
 are explanatory variables; β = (β

0
, β

1
, β

2
,..., 

β
13

) are regression coefficients.
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To determine the explanatory (discriminant) var-
iables and the discriminant function, the relation-
ship between each variable and the defect must be 
studied using univariate logistic regression, which 
allows us to determine the significant variables. 
The discriminant function is determined by stud-
ying the multivariate regression between the de-
fect and the explanatory variables.

Knowing that Y
i
 follows the Bernoulli law of pa-

rameter p:

( ) ( ).i iY B p Y B p∼ ⇔ ∼  (5)

Let’s set Y
i
 the creditworthiness of the bank’s cus-

tomer {0,1}, the probability function Y
i
 is written 

as follows:

( ) ( )( )1
1  

yy

ip Y y p p
−= = −  (6)

where y ∈ {0, 1}.

The likelihood estimator will allow estimating the 
vector of parameters β (in the univariate case β = 
(β

0
, β

1
). To estimate β, it is necessary to use the da-

ta of n client. Therefore, the function of Ficher rep-
resented by the product of probabilities is written:

( ) ( )( )1

1

,1
ii

n
yy

i i

i

P Pβ −

=

= −∏  (7)

with
 

( 1| ) ,
1

T
i

T
i

X

i X

e
P P Y X

e

β

β
= = =

+
 (8)

where X
i
 = (x

1
, x

2
, ..., x

n
) is the vector of client data 

(i).

The function log likelihood:

( )( ) ( ) ( )
1

ln ln 1
T

i

n
XT

i i

i

y X e
ββ β

=

= − +∑  (9)

To estimate β, the function of log likelihood must 
be maximized. For that, it is necessary that β veri-
fy the two following conditions:

( )( ) ( )( )2

2

ln ln
0,  and 0.

β β
β β

∂ ∂
= <

∂ ∂

 
 (10)

This problem is solved using the Newton-Raphson 
algorithm.

2.2. Modeling the probability  
of default by SVM

In this paper, the problem treated is a binary dis-
crimination problem. For that, it is necessary to 
find a decision function allowing us to assign the 
observations between two classes (creditworthy 
and not-creditworthy).

( )1 2 3, , ,  ,p

i i i i pix x x x x X IR= ∈ ⊂  (11)

belong an observation of X concerning the partic-
ular (i), x

i
 ∈ IRp. The decision function (separator) 

is defined by:

{ }: –1, 1 .pF IR  +→  (12)

In terms of probability, this amounts to minimiz-
ing the probability of error of the decision func-
tion to assign a particular customer x

i
:

( )( )/ ,i iP F x y x≠  (13)

with P an unknown law defined on (IRp, {–1, +1}).

To produce the decision function, it is necessary to 
use the training data {(x

i
, y

i
)}, i = 1...n with x

i
 ∈ X 

and y
i
 ∈ {–1, +1}.

The SVM allows determining this decision func-
tion based on the collected observations and up-
dating this function according to the new data. 
This paragraph presents the theoretical aspect of 
this method composed of the definition of the dis-
crimination problem to solve and the approach to 
follow.

A discrimination problem is linearly separable if 
there is a linear decision function F called linear 
separator of the form

( ) ( )( )
( ) 0

  
,

   T

F X sign h X

h x w X w

 =


= +

 (14)

with w ∈ IRp and w
0
 ∈ IR.

Correctly classifying the learning set {F(x
i
) = y

i
; i 

= 1, ..., n}.

The decision boundary associated with the deci-
sion function is defined as follows:
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( ) { }0 0, /   0 ,p TS w w x IR w x w= ∈ + =  (15)

where S is a hyperplane h(x) of equation  
wTx + w

0
 = 0.

( ) 0

0

Creditworthy       0 
.

Not-creditworthy  0

T

i

i T

i

Si w x w
F x

Si w x w

 + ≥
=  

+ < 
 (16)

The point above or on the hyperplane will be clas-
sified as class +1, and the point below the hyper-
plane will be classified as class +1.

Let data {(x
i
, y

i
)}, i = 1...n with x

i
 ∈ IRp and y

i
 ∈ 

{–1, +1}.

An SVM separator is a linear discriminator of the 
form F(x) = signe (wTx + w

0
), where w ∈ IRp and 

w
0
 ∈ IR are given by the solution of the following 

optimization system:

( )

2

0

 
,2

   1,  1, ,T

i i

w
Min

with y w x w i n




 + ≥ = …

 (17)

where 2 2 2

1 2 , .pw w w w= + +…… +  (18)

The problem 17 is a convex quadratic problem un-
der linear constraints whose objective function is 
to be minimized, The Lagrangian of this problem 
is written as follows:

( )( )
2

0

1

,1
2

n
T

i i i

i

w
y w x wλ

=

= − + −∑  (19)

with λi, i = 1, ..., n – Lagrange multipliers.

To solve the problem 17, the Lagrangian   must 
be minimized with respect to w and w

0
 and maxi-

mized with respect to the variables λi. In this case, 
the saddle point (minimum with respect to the 
variables and w

0
 and maximum with respect to 

the variables λi) must satisfy the “Karush-Kuhn-
Tucker (KKT)” conditions.

Consequently, the separation hyperplane is de-
fined by:

( ) ( )* *

0

1

, .  
n

i i i

i

h x y x x wλ
=

= +∑  (20)

The determination of the hyperplane defined by 
formula 20 allows defining the classification rule 
of a new observation (x), which is as follows:

( ) ( )* *

0

1

,  ,
n

i i i

i

F x sign y x x wλ
=

 
= + 

 
∑  (21)

with (x
i
, x) is the scalar product.

When it is impossible to fully separate the data 
with a hyperplane, the data are non-linearly-sep-
arable. In this case, the data must be processed to 
obtain a separable representation, since SVMs are 
unable to handle such a problem, the processing 
to be performed consists in using techniques that 
transform the data making them linearly separa-
ble after transformation.

Indeed, the transformation is provided by the 
function ψ defined by:

( ),      :  .m d x xψ ψℜ →ℜ →  (22)

Consequently, to find the separating hyperplane, 
the same line of equation presented in the previ-
ous case is used, but replacing the x

i
 by (x

i
), i = 1...n, 

which allows determining the classification func-
tion and the separating hyperplane from formulas 
20 and 21:

( ) ( ) ( )( )* *

0

1

 ,  ,
n

i i i

i

h x y x x wλ ψ ψ
=

= +∑  (23)

( ) ( ) ( )( )* *

0

1

,  .
n

i i i

i

F x sign y x x wλ ψ ψ
=

 
= + 

 
∑  (24)

Formulas 23 and 24 contain a scalar product (ψ(x
i
), 

ψ(x)) that have to be defined; for that, the Kernel 
method should be used.

The kernel K is a function with two symmetric 
and positive variables that allows defining a scalar 
product in the transformation space:

( ) ( ) ( )K ,  , .i j i jx x x xψ ψ=  (25)

The choice of kernel impacts the prediction perfor-
mance of SVMs (Savas & Dovis, 2019). The litera-
ture suggests certain Kernel whose K function is 
defined as follows:

• The linear kernel defined by:

( ) ( ), ;T

i j i jK x x x x=  (26)
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• The polynomial kernel:

( ) ( ), ;1
d

T

i j i jK x x x x= +  (27)

• Gaussian RBF kernel (radial basis function): 

( )
2

,,

i jx x

i jK x x e γ

−
−

=
 (28)

where “γ” controls the bandwidth of the Gaussian: 
the narrower the Gaussian, i.e. the more the dis-
tance between x

i
, x

j
 must be low for the kernel to 

be different from 0;

• Inverse multi-quadratic:

( )
( ) ( )

2

2

1
,

1
.

i j
T

i j i j

i j

K x x

x x x x

x x

β

β

= =
− − +

=
− +

 (29)

2.3. SVM and rating

A rating tool is used to classify clients according 
to their characteristics and their probability of 
default over a one-year horizon. Indeed, it can be 
presented as follows (Table1).

Table 1. Design of the scoring tool

Class (i) Qualification Score (S
i
)

Probability  
of default

1 Excellent ≥ S
1

P
8

2 Very good [S
1
, S

2
] P

7

3 Good [S
3
, S

2
] P

6

4 Fair Good [S
4
, S

3
] P

5

5 Medium [S
5
, S

4
] P

4

6 Low [S
6
, S

5
] P

3

7 Risky [S
7
, S

6
] P

2

8 Very risky [S
8
, S

7
] P

1

Default Default – –

With

       

        
,i

number of defaulting clients in theclass i

thetotal number of clients in theclass i
P =  (30)

The score S
i
 is defined by the value of the hyper-

plane h(x). Indeed, rating classes are defined as 
follows:

• The client is in class 1 if 

( )* *

0

1

( ,  ) 100,
n

i i i i

i

S y x x wλ
=

≤ + ⋅∑  (31)

• The client is in class i if 

( )* *

0 1

1

( ,  ) .100
n

i i i i i

i

S y x x w Sλ −
=

≤ + ⋅ ≤∑  (32)

This study uses data from the customers of a 
Portuguese bank. The database has 3,000 custom-
ers divided in healthy customers and defaulting 
customers

3. EMPIRICAL RESULTS

3.1. Definition of variables

The variables X
i 
used to explain the default are pre-

sented as follows:

• X
1
: Revolving loan or cash. (Qualitative 

variable)

• X
2
: Type of client: public sector, private sector. 

(Qualitative variable).

• X
3
: Age in the relationship: more than one 

year old, less than one year new. (Qualitative 
variable)

• X
4
: Number of children in the client’s home. 

(Quantitative variable)

• X
5
: Client’s income. (Quantitative variable)

• X
6
: Amount of credit. (Quantitative variable)

• X
7
: Repayment burden. (Quantitative variable)

• X
8
: The price of the good for which the client 

received the loan (Quantitative variable)

• X
9
: The type of income of the client: business-

man, employment...etc. (Qualitative variable)

• X
10

: Client’s level of education (Qualitative 
variable)

• X
11

: Client’s family situation (Qualitative 
variable)
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• X
12

: Authorization overrun (Qualitative 
variable)

• X
13

: Number of credit flows in the account 
(Quantitative variable)

3.2. Logistic regression modeling

This study uses data from the customers of a 
bank. The database has 3,000 customers divided 
in healthy customers and defaulting customers as 
follows (Table 2).

Table 2. Portfolio allocation

Variables Creditworthy Not creditworthy
Number 1,992 1,008

Percentage 66% 34%

The results of the univariate analysis detailed in Table 
A1 of Appendix A show that variables X

7 
and X

11 
are 

not significant because the p-value is lower than 5%. 
Therefore, these two variables will be excluded from 
the logistic regression modeling of default.

The analysis of the correlation of the selected 
explanatory variables, detailed in Table A2 of 
Appendix |A, shows that the variables X

8
 and X

6
 are 

strongly correlated (0.986 ≥ 0.5) and that the vari-
ables X

13
 and X

4
 are also strongly correlated (0.888 

≥ 0.5). Therefore, the variables X
8
 and X

13
 will be 

excluded. In fact, the variables “number of children” 
and “amount of credit” will be maintained.

The multivariate analysis detailed in Table A3 of 
Appendix A allows us to determine the following 
discriminant function:

1 2

3 4 5

6 8

10 11

0.873 0.606 1.604

0.457 0.075 1.504

0.504 0.363

0.756 0.116 .

MS X X

X X X

X X

X X

= + ⋅ − ⋅ −
− ⋅ + ⋅ − ⋅ +

+ ⋅ − ⋅ +

+ ⋅ + ⋅

 (33)

The value of the LR (Likelihood Ratio or RV Ratio 
Likelihood) statistic is:

( )
( )

( )
( )

 5,528.5379,

  4,531.338032,

2

2 997.199868.

LL Base

LL modèle

LR RV LL modèle

LL Base

=

=

= = −

− =

 

(34)

Consequently, the observed value is 997.2 great-
er than the critical value of χ

9
20.05 fixed at 16.92. 

Therefore, the null hypothesis must be rejected 
and the selected variables are globally significant 
and make it possible to build a performing model.

The confusion matrix is shown in Table 3. 

Table 3. Confusion matrix

Observations
Forecast

Target Percentage 
correct0 1

Step 1
Target

0 1,357 635 68.1

1 492 1,504 75.4

Overall percentage – – P. P = 71.7%

The confusion matrix shows that the model per-
forms well in terms of classification with a per-
centage of 71.7%.

The results of the test of Hosmer-Lemeshow test 
show that the model fits the observed data. Indeed, 
the p-value is less than 0.05 (Table A4, Appendix A).

AUC shows that the model has an acceptable pre-
dictive capacity as it represents 78.4% (Figure B1, 
Appendix B).

3.3. SVM modeling 

For the SVM modeling, the variables retained are 
those considered as explanatory by the LR study 
presented in the previous paragraph. Indeed, to 
compare the two types of modeling, the same de-
pendent variables retained by the LR model must 
be used.

The database composed of 3,000 customers is di-
vided into two classes, the first is composed of 
75% of the data, or 2,250 customers, will be used 
to train the SVM algorithm, and the second has 
25% of the data and will be devoted to the evalua-
tion of the model validation. The modeling is done 
according to two assumptions: the first one con-
siders the data linearly separable, while the second 
one assumes the data non-linearly separable.

For the first case, the separation hyperplane is de-
fined by the coefficients (w*

j
). Indeed, the coeffi-

cients (w*
j
), i = 0, ...9 are presented in Table 4.
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Therefore, the relationship between the variable 
y

i
 and the explanatory variables x

j
, j = 0, ...9 is 

written:
9

* *

0

1

.i j ij

j

y w x w
=

= +∑  (35)

Hence:

1 2 3

4 5 6

7 8

9

0.587 0.048 0.010

0.036 0.153 0.271

0.099 0.525

0.213 0.437,

i i i i

i i i

i i

i

y x x x

x x x

x x

x

= ⋅ − ⋅ + ⋅ −

− ⋅ + ⋅ − ⋅

+ ⋅ + ⋅ −

− ⋅ +

+
 (36)

with 

*

0( ) 0.437.Linear SVMw − =  (37)

The hyperplane h(x) is defined by: 

( )

( )

9
* *

0

1

,  

wi ,   1, , 9.th 

j j

j

j

h x w x w

x x j

=

= +

= = …

∑  (38)

For the second case, the data are considered 
non-linearly separable. Therefore, in this study, 
two kernels will be used to transform the data, ac-
cording to the approach presented in the method-
ology section, namely the RBF and poly kernels.

The choice of the kernel to be used for the mod-
eling consists in defining the parameters (γ, Cout, 
Degree), which allows optimizing the perfor-
mance of the model. Indeed, the parameters se-
lected are those that maximize the AUC. 

For the RBF kernel, the function Gird Search, 
which allows testing a series of parameters and 
comparing their performances in order to deduce 
the best parameters, makes it possible to show that 
the parameter kernel (1.0, 1.2) defines the best per-
forming model with an accuracy of 98.148%. The 
parameter test results are presented in Table A5 
(Appendix A). 

For the Poly kernel, the parameter kernel (1, 3, 4) 
defines the best performing model with an accu-

racy of 93%. The parameter test results are shown 
in Table A6 (Appendix A).

The results of core selection are presented in Table 5. 

Table 5. Parameters of the selected kernels

Kernel C γ Degree Accuracy

SVM-RBF 1.0 0.1 2 0.98

SVM-Linear 1.0 N/A N/A 0.62

SVM-Poly 1.0 3 4 0.96

The selected cores are presented as follows:

• Polynomial of degree “d”: 

( ) ( )4

,, 1T

i iK x x x x= +  (39)

• RBF Core: 

( )
2

0.1 .,
ix x

iK x x e

−
−

=  (40)

The confusion matrix of the three kernels is pre-
sented by Table A7 (Appendix A). As a result, the 
accuracy ratio and the AUC of each model defined 
from the three kernels are presented in Table 6.

Table 6. The three error ratios of the three kernels

Kernel Accuracy Score AUC

SVM-RBF 0.98 1.0

SVM-Linear 0.62 0.62

SVM-Poly 0.96 0.96

The ROC curve of the three models is presented in 
Figures B2, B3 and B4 (Appendix B). The perfor-
mance of the models allows us to choose the RBF-
SVM kernel for modeling as it maximizes the ac-
curacy ratio and offers the highest performance 
with a maximum AUC (100%).

Following the definition of the model to be used, 
the parameters of the model must be determined. 
Therefore, the value of w

0
* is equal to: 

*

0( )   0.38383247.RBF SVMw − = −  (41)

Table 4. Coefficients (w*

i
)

w*

1
w*

2
w*

3
w*

4
w*

5
w*

6
w*

7
w*

8
w*

9
b or w*

0

0.587 –0.048 0.010 –0.036 0.153 –0.271 0.099 0.525 –0.213 0.437
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The separation hyperplane is written as:

( )
2

1,474
* 0.1

1

 0.38383247.
ix x

i i

i

h x y eλ
−

−

=

= −∑  (42)

The decision function is defined by:

( )
2

1474
* 0.1

1

0.38383247 .
ix x

i i

i

F x sign y eλ
−

−

=

 
= −  

 
∑  (43)

Note that only the support points used for the 
ranking are the only ones that have λ

i
* non-zero 

weights. The distribution of the support points is 
given in Table A8 (Appendix A).

3.4. Conception of a rating tool using 
SVM 

The determination of the hyperplane equation al-
lowed us to calculate the score of each client in the 
database used. The number of customers with a 
positive score is equal to 911, presented in Table7.

Table 7. Portfolio allocation

Variables Creditworthy Not creditworthy

Number 586 325

Percentage 64.32% 35.68%

3.5. SVM and rating

After training the model, it is possible to build the 
rating tool, which will allow ranking customers 
according to their characteristics and their proba-
bility of default over a one-year horizon (Table 8).

Table 8. Conception of the rating tool

Class (i) Qualification Score (S
i
)

Probability  
of default

1 Excellent [300-... [ 0.0%

2 Very good [250-300[ 2.9%

3 Good [150-250[ 8.4%

4 Fair Good [105-150[ 14.7%

5 Medium [35-105[ 32.7%

6 Low [30-35[ 44.0%

7 Risky [20-30[ 63.8%

8 Very risky [0-20[ 77.9%

Default Default – –

4. DISCUSSION

This study explores the SVM method and compares 
it with LR for predicting the creditworthiness of 
bank customers to evaluate its performance using 
quantitative and qualitative variables. Then, it deter-
mines the best performing model that will be used 
to construct a rating tool composed of 8 classes and 
determine the probability of default per class.

The results of this study show that the model de-
rived from the SVM method performs better than 
LR. Indeed, it determines the separation hyperplane 
by considering first that the data are linearly separa-
ble, then it uses three kernels, which are RBF, linear 
and polynomial to separate the data; finally, it simu-
lates the performance of the three kernels by varying 
their characteristics, which allowed determining the 
best performing model with the associated kernel. 
The chosen model is the model with the RBF kernel 
whose characteristics allowed reaching a rate of ac-
curacy = 98% and AUC ≈ 98%.

The results of this study are consistent with those of 
Pławiak et al. (2019), who showed that the SVM ap-
proach is a high performing technique, and Salazar 
et al. (2012), who compared SVM and logistic regres-
sion and concluded that SVM represents a high level 
of accuracy.

Based on the results obtained in this study, the hy-
pothesis H

1
 is validated, since the results of the SVM 

are better than those of the LR. Therefore, artificial 
intelligence techniques can be a better alternative 
to classical statistical techniques in constructing 
models for predicting the creditworthiness of bank 
customers.

The value of the hyperplane for each relationship al-
lowed us to classify the study base into several classes. 
Each class is represented by a score range and char-
acterized by a probability of default distinct from the 
other classes. This shows that the SVM modeling can 
be used by banks to build rating tools that comply 
with the Basel regulations. This finding validates the 
second hypothesis H

2
.

In addition, future research should examine the per-
formance of this type of AI methods in modeling 
other credit risk components such as loss given de-
fault (LGD) and exposure at default (EAD).
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CONCLUSION 

Banks are always looking for the best models to predict customer creditworthiness and measure credit 
risk, which has led to the exploration of various modeling techniques, from probabilistic techniques to 
those based on artificial intelligence.

The objective of this study was to examine the performance of artificial intelligence modeling tech-
niques in predicting the creditworthiness of bank customers, as well as the design of a rating tool using 
the model obtained by the SVM method. 

According to the results obtained in this study, SVM
RBF

 succeeded in terms of the level of predictability 
of bank customer creditworthiness to reveal its performance with a value of ROC

SVM–RBF 
= 98%. However, 

the results of this study recommend artificial intelligence techniques to bank managers, especially when 
managing credit risk. 

On the other hand, this study presents some difficulty in terms of choosing the parameter values of the 
SVM kernels, which represents a difficult task, since it requires combinations between all the parame-
ters in order to choose the best ones that offer powerful models.
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APPENDIX A

Table A1. Univariate analysis table
X

i
B E, S Wald ddl Pv

X
1 .429 .132 10.522 1 .001

X
2 –1.604 .165 94.361 1 .000

X
3 –.424 .085 24.811 1 .000

X
4 .341 .126 7.298 1 .007

X
5 –1.504 .153 95.068 1 .000

X
6 .504 .110 34.113 1 .000

X
7 .000 .000 .435 1 .510

X
8 .000 .000 44.091 1 .000

X
9 –.375 .063 35.415 1 .000

X
10 .746 .038 375.557 1 .000

X
11 –.017 .043 .151 1 .697

X
12 .108 .044 6.167 1 .013

X
13 –.263 .111 5.650 1 .017

Constant 1.497 .354 17.887 1 .000

Table A2. The correlation table of the independent variables
X

i
X

1
X

2
X

3
X

4
X

5
X

6
X

7
X

9
X

10
X

11
X

12

X
1 1 –.023 –.034 –.004 .000 .227 .188 –.027 .053 –.003 .007

X
2 –.023 1 –.093 .059 –.026 .063 .062 .001 –.049 –.037 .079

X
3 –.034* –.093 1 .083 .179 .108 .116 .024 –.146 –.053 .109

X
4 –.004 .059 .083 1 –.056 –.033* –.042 –.013 –.014 .014 .888

X
5 .000 –.026 .179 –.056 1 .379 .388 .196 –.273 –.058 –.067

X
6 .227 .063 .108 –.033 .379 1 .986 .106 –.197 –.072 .012

X
7 .188 .062 .116 –.042 .388 .986 1 .108 –.215 –.073 .005

X
9 –.027 .001 .024 –.013 .196 .106 .108 1 –.104 –.005 –.028

X
10 .053 –.049 –.146 –.014 –.273 –.197 –.215 –.104 1 .074 –.010

X
11 –.003 –.037* –.053 .014 –.058 –.072 –.073 –.005 .074 1 –.015

X
12 .007 .079 .109 .888 –.067 .012 .005 –.028 –.010 –.015 1
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Table A3. Wald test table
X

i
B E, S Wald ddl Pv OddR

X
1

.606 .126 23.131 1 .000 1.834

X
2

–1.604 .163 97.068 1 .000 .201

X
3

–.457 .084 29.576 1 .000 .633

X
4

.075 .048 2.478 1 .015 1.078

X
5

–1.504 .153 95.068 1 .000 .255

X
6

.504 .110 34.113 1 .000 1.713

X
8

–.363 .063 33.671 1 .000 .695

X
10

.756 .038 394.351 1 .000 2.129

X
11

.116 .044 7.118 1 .008 1.123

ETC .873 .270 10.447 1 .001 2.393

Table A4. Wald test table
Test de Hosmer – Lemeshow

Step Khi-Chi-deux ddl Pv
1 30,850 8 0.000

Table A5. Test of the SVM-RBF parameters by the Gird-Search function

Kernel C γ Degree Accuracy

SVM-RBF

1.0 1.0 2 0.903703

1.0 0.9 2 0.903703

1.0 0.8 2 0.92592

1.0 0.7 2 0.92592

1.0 0.6 2 0.92962

1.0 0.5 2 0.95185

1.0 0.4 2 0.95925

1.0 0.3 2 0.97037

1.0 0.2 2 0.97407

1.0 0.1 2 0.98148

1.0 0.09 2 0.97231

Table A6. Test of the SVM-Poly parameters by the function Gird-Search
Kernel C γ Degree Accuracy

SVM-Poly

1.0 1 1 0.618518

1.0 1 2 0.644444

1.0 1 3 0.74074

1.0 2 3 0.91481

1.0 3 3 0.929629

1.0 3 4 0.966666

1.0 4 4 0.966666

1.0 4 5 0.96666

Table A7. The confusion matrix of the three kernels

Matrix SVM-RBF SVM-Linear SVM-Poly
1 0 1 0 1 0

1 123 3 49 77 112 14

0 2 142 26 118 5 139

Table A8. Number of support vectors (RBF-SVM)

The number Class 1

(Not-creditworthy) Class 0 (creditworthy) Total (n)

Support points 720 654 1,374
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APPENDIX B

Figure B1. Performance of the LR model (ROC)

Figure B3. ROC curve of the Poly kernelFigure B2. ROC curve of the linear kernel

Figure B4. ROC curve of the Poly kernel
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