
“Electricity price forecasting in Turkey with artificial neural network models”

AUTHORS
Fazil Gökgöz

Fahrettin Filiz

ARTICLE INFO

Fazil Gökgöz and Fahrettin Filiz (2016). Electricity price forecasting in Turkey

with artificial neural network models. Investment Management and Financial

Innovations, 13(3-1), 150-158. doi:10.21511/imfi.13(3-1).2016.01

DOI http://dx.doi.org/10.21511/imfi.13(3-1).2016.01

RELEASED ON Friday, 23 September 2016

JOURNAL "Investment Management and Financial Innovations"

FOUNDER LLC “Consulting Publishing Company “Business Perspectives”

NUMBER OF REFERENCES

0

NUMBER OF FIGURES

0

NUMBER OF TABLES

0

© The author(s) 2024. This publication is an open access article.

businessperspectives.org



Investment Ma

150

Fazıl Gökg

Electrici

models

Abstract 

The electrici

efficiency. T

electric mark

have been tr

nonlinear pro

neural netwo

momentum, 

number of n

compared ac

observed as 9

Keywords: e

JEL Classifi

Introductio

Deregulatio
reshaping th
early 1990s.
their power
market rules
costs of und
can result 
consumer ca
offered pric
regulatory a
supervize or

Energy pric
Energy p
communitie
intelligence,
electrical en
strategy, for
more difficu
commoditie
stability, the
electricity co

The purpos
neural netw
algorithms 
electrical p
electricity m
as follows: 
of the gene
Section 2 
networks, e
purpose. In

 Fazıl Gökgöz
Fazıl Gökgöz,
Department of 
University, Turk
Fahrettin Filiz, M

anagement and 

öz (Turkey)

ity price

ty market has

The electricity

kets, so that o

ried for elect

operty and ma

ork models fo

Broydan, Fle

neuron and tr

ccording to th

9.76%. 

electricity pric

ication: C02, 

on

ons in elec
he monopoli
. Many count
r system. Ele
s using spot 
der or over c
in huge fin
an use electri
ce in order to
agencies nee
r monitor the 

ce forecasting
price forec
s, such as s
, meteorolog
ngineering. B
recasting pri
ult task. Elec
s. It is non-st
ere should be
onsumption a

se of this s
work models

to find the 
price-forecas
market in Tur

section 1 gi
ral electricit

explains
especially th
n section 3, 

z, Fahrettin Filiz, 
, Professor, D

Management, F
key. 
MBA - MSc., An

Financial Innova

), Fahrettin

e forecas

s experienced 

y pricing is a 

ffering the rig

tricity price f

any papers ha

or day-ahead 

etcher, Goldf

ransfer functio

heir Mean Abs

ce forecasting

C13, C45, C5

ctricity mark
istic power 
tries have rec
ectricity is n

and derivati
contract in de
nancial loss. 
icity price for
o maximize p
ed price-fore
market. 

g is an interd
casting inv
statistical inf
gical scienc

Because prici
ice of comm
ctricity is diff
torable and, f
e a constant 
and productio

study is by
 with differ
most succe

sting model
rkey. This pa
ives a brief 
ty price forec
paradigms 
ose used for
different mo

2016. 
Dr., Quantitative
Faculty of Politi

nkara University, 

ations, Volume

Filiz (Turke

ting in T

significant ch

major consid

ght price for e

forecasting. A

ave reported s

electricity m

farb and Shan

ons, 400 diff

solute Percent

g, neural netwo

53.

kets have 
sector since

cently deregu
now traded u
ive contacts. 
eregulated ma

A generato
recast to adju
profits. Likew
ecasting tool

disciplinary f
volves var
ference, artif
ce, finance 
ing is a com

modities beco
fferent from o
for power sy
balance betw

on (Yamin, 20

 using artif
rent optimiza
essful day-ah
 for day-ah
aper is organ
literature rev
casting meth
of the ne

r the forecas
odels are cre

e Methods Div
ical Sciences, A

Turkey. 

13, Issue 3, 2016

ey)

Turkey w

hanges toward

deration for c

electricity has 

Artificial neur

successful exp

market in Turk

nno (BFGS) 

ferent models 

tage (MAPE)

orks, day-ahea

been
e the 
ulated 
under 

The 
arket

or or 
ust its 
wise, 
ls to 

field. 
rious 
ficial 

and
mplex 
omes 
other 

ystem 
ween 
004). 

ficial
ation 
head
head

nized
view
hods. 
eural
sting 
eated

vision, 
Ankara 

and
data.
resea

1. Lit

Pow
The
idea
comp
follo
is es
Denm
elect
cond
trans
mark
deca
intro
priva
coun
Ame
comp
integ

Sourc

6

with arti

ds deregulatio

consumers and

become more

ral networks h

periments with

key. Using g

and Levenbe

are created. 

 values; the m

ad electricity m

tested with
. Finally, 
arch are disc

terature rev

wer market l
reform, whi

of separ
panies. Bri

owed the Chi
stablished by
mark and 
tricity mark
ducted by 
sformation a
ket in the se
ades is sho
oduction of 
ate participa
ntries over l
erica (USA)
panies. Fran
gration struct

ce: Hagler Baily

Fig. 1

ficial ne

on with the aim

d generation 

e important. V

have received

h them. This 

gradient desce

rg-Marquardt

Performance

most successfu

market, Turke

h using Turk
results and 
ussed in con

view

iberalization
ch began in 

rate generat
itish electric
ilean reform
y integration

Finland, 
ket opened 
the Hagler

and privatiza
elected coun
own in Fig

competition
ation, arrow
last two dec
) and Japan
nce, Peru, Ch
ture (Müller-

y (as cited in M

. Electricity m

ural netw

m of improvi

companies in

Various metho

d much atten

paper introdu

ent, gradient d

t algorithm w

s of different

ful models MA

ey.

kish electric
directions

nclusion.  

n was starte
1982, was b
tion and 
city sector 

ms. Nordic ma
n of Norwa
is first in
in 1990. 

r Bailly fir
ation of the

ntries over th
gure 1. Fo
n and intro

ws shows p
cades. Unite
n have mai
hile have m
-Jentsch, 200

Müller-Jentsch, 2

market changes

work

ng economic 

n deregulated 

ods and ideas 

tion with its 

uces artificial 

descent with 

with different 

t models are 

APE value is 

city market
of future 

d in Chile. 
based on the 
distribution 

in 1990s 
arket which 

ay, Sweden, 
nternational 
The study 

rm in the 
e electricity 
he past two 
ocusing on 
oduction of 
progress of 
d States of 
nly private 

more vertical 
01). 

2001).



Several me

electricity p

series, ar

autoregress

(GARCH)

models. A

networks h

simplicity, 

(Shahidehp

Rafal Wero

regression m

artificial i

support vec

Aggarwal e

price forec

series mod

Source: Agga

Hybrid mo

forecasting 

networks a

estimation 

successful a

neural netw

2. Method

2.1. Artifi

current kn

neural net

and nonlin

relationship

process. Ne

produce i

unknown o

short introd

The basic 

neurons. A

produce ou

are charac

neuron’s m

Figure 3. 

ethods have b

price, which 

rtificial neu

ive cond

models, A

Among these

have receive

easy imple

pour, 2002). 

on classifies

methods, sim

intelligence 

ctor and fuzzy

et al. propose

asting model

dels and sim

arwal (2009). 

odels can be

models. For

are used tog

of Brazil el

a result comp

work models (

dology

icial neural

nowledge o

tworks are 

ear models t

p without 

eural networ

nput outpu

or hard to r

duction to ne

unit in n

Artificial neur

utput. The c

terized by w

mathematica

been propose

are agent bas

ural networ

ditional 

ARIMA mod

e methods, 

ed more atte

ementation 

s price forec

milar days, AR

methods (n

y logic) (Vero

d a classifica

ls; game the

mulation mo

e applied to

r example, A

ether for the

lectricity ma

pared to GA

(Filho, 2014)

l networks. 

of brain str

mathematica

that map the 

exploring 

rks learn from

ut relationsh

recognize. I

eural network

neural netwo

rons process

connections 

weight coef

al model is

ed for foreca

sed modeling

rks, genera

heteroskedas

dels and wa

artificial n

ention due t

and perform

casting mode

RMA model

neural netw

on, 2006). 

ation for elect

eory models, 

odels (Agga

Fig. 2. Electri

o electricity 

ARIMA and n

e electricity

arket and it 

ARCH, ARIM

.

Inspired by

ructure, arti

al nonparam

 input and o

the under

m experience

hips, which

n this sectio

ks is provide

orks is arti

s information

between neu

fficient. A s

s represente

Investment Man

asting

, time 

alized 

sticity 

avelet 

neural 

to its 

mance

els as 

ls and 

works, 

tricity 

time 

arwal,

200

Cou

mod

lack

mod

mod

type

depe

vari

Mov

Ave

Ave

Con

intel

tech

al.

show

icity price fore

price

neural 

price 

gives 

MA or 

y the 

ificial

metric 

output 

rlying 

e and 

h are 

on, a 

ed. 

ificial 

n and 

urons

single 

ed in 

In

desc

y

whe

bias

neur

Sigm

netw

spec

sigm

tiab

nagement and F

9). Nash e

urnout model

dels. In simu

k of adequat

dels grouped

dels and arti

e forecast mo

endent varia

ables. Stocha

ving Averag

erage (ARMA

erage (ARIM

nditional Hete

lligent mode

hniques and n

study electr

wn in Figure

ecasting model

Fig. 3. Mathe

mathematica

cribed by the

1

n

i i

i

f x w b

ere xi is inpu

s and f is act

ron.  

moid functi

works as acti

cified range

moid functi

ility is an im

Financial Innova

equilibrium, 

ls are investig

ulation mode

te data for 

d in regres

ificial intellig

odels is based

able and a 

astic models 

ge (MA), 

A), Autoregre

MA) and Ge

eroskedastic 

els are clas

neural netwo

ricity price 

e 2. 

ls

ematical model

al terms, a 

e following e

,

ut data, wi is

tivate functio

ion is gen

ivate function

e. Another 

ion is diff

mportant feat

ations, Volume 1

Bertrand m

gated under 

els, major pro

simulation. 

sion models

gent models

d on relations

number of 

are Autoregr

Autoregressi

essive Integr

eneralized Au

(GARCH). T

ssified as d

ork models. 

forecasting

l of a nonlinea

single neu

equation: 

s weight of 

on and y is t

nerally used

ns to produc

important 

ferentiability

ture in netw

3, Issue 3, 2016

151

models and

game theory

oblem is the

Time series

s, stochastic

. Regression

ship between

independent

ressive (AR),

ive Moving

rated Moving

utoregressive

The artificial

data mining

Aggarwal et

models as

ar neuron 

uron can be

  (1)

neuron, b is

the output of

d in neural

e output in a

feature of

y. Differen-

work learning

6

d

y

e

s

c

n

n

t

,

g

g

e

l

g

t

s

e

s

f

l

a

f

-

g



Investment Management and Financial Innovations, Volume 13, Issue 3, 2016

152

algorithms, because, generally, algorithms uses first 

order or second order derivatives. Sigmoid function 

is defined by the following formula 

1

1 x
f x .

e    
    (2) 

In network learning, the weights are adjusted in 

accordance to a learning algorithm with the help of 

training inputs. A common network learning 

technique is working on calculation error, starting 

from output layer down through hidden layer. It is 

named as back propagation of error with modified 

delta rule (Rumelhart, 1986). The main aim of all 

algorithms is aim minimizing the error. A frequently 

used error function can be defined as follows. 

1

2
,

1

2

n

k k

k

o t
   

   (3) 

where n is the total number of output nodes, ok is the 

network output at the k th output node and tk is the 

target output at the kth output node. Training 

algorithms attempt to reduce the global error by 

adjusting weights and biases. Various training 

algorithms have been proposed to improve the 

neural network learning procedures such as gradient 

descent, conjugate gradients, Quasi-Newton and 

Levenberg-Marquardt.

Gradient descent is a standard back-propagation 

algorithm in which the network weights are moved 

along the negative of the gradient of the 

performance function. The back propagation 

algorithm with gradient descent is given as follows: 

,k k kw g                    (4) 

where kw  is a vector of weight changes, gk is the 

current gradient, k is the learning rate that 

determines the length of the weight. The major 

disadvantages of standard back propagation are its 

relatively slow convergence rate and being trapped 

at the local minima (Azar, 2013). In order to avoid 

oscillations and to reduce the sensitivity of the 

network, there is a momentum term added to 

gradient descent algorithm as shown in the 

following formula: 

1,k k k kw g p w       (5) 

where p is the momentum parameter. Furthermore, 

the momentum allows escaping from small local 

minima. The gradient descent and gradient descent 

with momentum do not produce the fastest 

convergence and they are even too slow to 

converge.

There has been considerable research on training 

methods to speed up the convergence of neural 

networks. These techniques include such ideas as 

varying the learning rate, using momentum and 

rescaling variables. There are four types of 

algorithms that are commonly used to minimize the 

network error. These methods are steepest descent, 

conjugate gradients, Quasi-Newton and Levenberg-

Marquardt (Fine, 1999). 

If the error function is truly quadratic, Newton’s 

method can be used to minimizing weight vector in 

a single step (Fine, 1999). While the gradient 

descent algorithm requires only information of the 

first partial derivatives, Quasi-Newton algorithm

produces improved convergence with second 

derivatives.

The Newton step size kw  for a second order Taylor 

series approximation of f(x) at any current point wi

is obtained from the following equation 

i iwH w f w .

     

 (6) 

Assuming that the Hessian matrix (second 

derivative matrix) is non-singular, Eq. (6) can be 

written as  

1

i iw f w H .w

      

(7) 

Broyden, Fletcher, Goldfarb and Shanno (BFGS) 

algorithm has been the most successful algorithm in 

Quasi - Newton method studies (Prasad, 2011). 

The Levenberg-Marquardt (LM) algorithm is the 

most widely used optimization algorithm. It 

outperforms gradient descent and conjugate gradient 

methods. Levenberg-Marquardt is a popular 

alternative to Quasi - Newton technique. Unlike the 

Quasi-Newton technique, Levenberg-Marquardt 

algorithm uses approximate Hessian matrix with the 

following equation: 

tH J J I.       (8) 

J is the Jacobian matrix that contains first 

derivatives of the network errors with respect to 

weights.

The Levenberg-Marquardt (LM) uses this 

approximation to get updated weighted matrix as in 

the following formula: 

1

1 ,t t

k kw w J J eI J

             

    (9) 

where w is the weight vector matrix, I is the unit 

matrix,  is the combination coefficient,  is 

Jacobean matrix,  refers to the error vector. If  is 

zero, this becomes the same as the Newton method, 

when  is large, this equation becomes a gradient 

descent with small step size. 

There are many different learning algorithms that 

are not explained here such as the resilient methods 

and conjugate gradient. Table 1 lists commonly used 
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neural network learning algorithms that are going to 

be used in this study.

Table 1. Training algorithms used in models 

Algorithm Formula 

Gradient descent  

Gradient descent momentum 

Broydan, Fletcher, Goldfarb and 
Shanno (BFGS) 

Levenberg-Marquardt 

Artificial neural networks in forecasting. 

Forecasting in economy (electricity load and 

prices, stock price, rate of inflation) is a complex 

task because of interconnected and interdependent 

parameters such as human reaction and social 

events. There is no complete model that covers all 

potentials of forecasting. Neural networks’ 

nonlinear property and complex input output 

mapping facility make it a popular forecas- 

ting tool.

The idea of neural networks for forecasting starts in 

1964. Hu (1964) in his thesis uses Widrows 

adaptive linear network for weather forecasting 

(Guoqiang, 1998). 

Neural networks have been employed in volatility 

forecasting, risk rating of bonds, stock market 

predictions, option pricing and inflation forecasting 

(Habib, 2014). In addition to electricity price 

forecasting with neural networks in the deregulated 

markets has been achieved with reasonable accuracy 

(Singhal, 2011). 

2.1.1. Artificial neural network design. Despite of 

the many satisfactory characteristics of neural 

networks, building a neural network for a particular 

forecasting problem is a challenging task. Generally, 

artificial neural network design procedures include 

the following steps:

The selection of architecture. 

The selection of input, hidden and output nodes. 

The selection of layers. 

The selection of activation functions. 

Data preprocessing methods. 

Training and test sets. 

The selection of training algorithm. 

The selection of performance measures. 

Design decisions on the items listed will affect the 

network performance. The important question here 

is how to develop a specialized structure in neural 

networks since there are no well-defined rules, but 

rather ad-hoc procedures yield useful results 

(Haykin, 1999). 

Preprocessing makes forecasting problem more 

manageable. By preprocessing the data, it can be 

simplified before the actual calculations. Getting rid 

of the noise of the input data will affect the 

performance of the network positively. 

Based on architecture preference, artificial neural 

networks generally grouped into two categories as 

feed-forward networks and recurrent networks (Jain, 

1996). In feed forward networks, the output of one 

layer is used as the input to the following layer. In 

recurrent networks, every layer can take input from 

another layer. The feed forward networks are 

generally preferred for forecasting. 

Generally, neural networks consist of input, hidden 

and output layers. For the number of hidden layers, 

Zhang experiments with networks with more than 

two hidden layers, but it does not provide significant 

improvement (Guoqiang, 1998). Also the number of 

neurons in layers has to be determined by heuristic 

way. The most common way to determine the 

number of neurons in layers is via experiments with 

trial and error. 

Another design factor is the sample size to train and 

test the model. The larger the sample size, the more 

accurate the results will be calculated. In reality, the 

sample size is defined also by the availability  

of data. 

There is no training algorithm currently available to 

guarantee the optimal solution for a general 

nonlinear optimization problem. The most popular 

training method is the back propagation algorithms. 

Transfer functions limit the output of neurons. 

These functions must be differentiable and non-

decreasing. Most papers use either logsig or the 

tansig functions. 

Mean absolute percentage error (MAPE), the 

weighted mean absolute percentage error 

(WMAPE), the mean absolute error (MAE) and root 

mean square error (RMSE) are widely used in 

network performance. Commonly used network 

performance measurement methods are shown in 

Table 2. 

Table 2. Performance measurement methods 

Method Algorithm 

MAE

MAPE

WMAPE

RMSE

At indicates the real value and Ft indicates the 

estimated value.  
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Input data is divided into two categories, 72% hours 

of total data trains the models and %28 hours of 

total data tests the model. Figure 7 shows data with 

testing and learning parts. 

Fig. 7. Model training and test data 

3.4. Numerical results in price forecasting. The 

lowest MAPE value of models is 9.76% by the 

Levenberg-Marquardt algorithm. This value is 

achieved by number of 17 hidden layer neuron 

and tansig transfer function. When we look at the 

average MAPE values, then, we can see again 

Levenberg-Marquardt algorithm, but with logsig 

transfer function. Best average MAPE value is 

10.57. All MAPE results are given in  

Table 4.

Table 4. Price forecasting algorithms MAPE results 

 Minimum
MAPE % 

Maximum
MAPE % 

Average
MAPE % 

GDM Logsig 113,9158 3,1354e+03 1,0274e+03

GDM Tansig 23,5656 3,7922e+03 1,2027e+03

GD Logsig 23,1152 2,9839e+03 908,6795

GD Tansig 137,4356 4,544e+03 1,3635e+03

LM Logsig 9,8478 11,6847 10,5766

LM Tansig 9,7619 11,7166 10,6384

BFGS Logsig 9,8605 30,1433 14,8745

BFGS Tansig 13,100 39,6000 21,5320

MAPE result shows that day-ahead price 

forecasting in deregulated Turkish market give a 

reasonable range. MAPE values of all algorithm 

used in models depending on number of hidden 

layer neuron are shown in Figure 6. 

Source: author’s calculation.

Fig. 8. Number of hidden layer neurons and transfer functions price forecast results 

Because Levenberg-Marquardt and BFGS 

algorithms have more successful MAPE value, 

they are shown separately in Figure 9. When 

compared to the variation of the hidden layer 

neurons BFGS and Levenberg-Marquardt 

algorithm Levenberg-Marquardt MAPE results 

are analyzed algorithm seems to change values in 

a fixed range. BFGS algorithms increase in 
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MAPE values increased by the number of hidden 

layer neurons is observed. Levenberg-Marquardt 

algorithms generally seem to be more successful 

than BFGS algorithms.

Source: author’s calculation.

Fig. 9. Number of hidden layer neurons and transfer functions price forecast results 

Models before 7,296 hours on the day of test data 

produced by the data in real time data on electricity 

price forecasts are shown in Figure 8. With model 

data resulting from differences between actual 

average 7,296 hours of test data “-1.12 TL / MWh” 

calculated. 

Source: author’s calculation. 

Fig. 10. Actual data & model prediction data comparisons 

Error rate on 29.09.2014 exceeds the rate of 1000%. 

We limit the graphics to 1000% rate for better 

explanation. Model is trying to estimate day-ahead 

price on 29.09.2014 that its actual value is 0.92 TL / 

MWh. The models estimated value is about 73.13 TL / 

MWh on 29.09.2014. Another lowest price, which is 

0.79 TL / MWh, has occurred on 31.12.2014 at 23.00. 

Model estimation for corresponding time is 119.88 

TL/ MWh. So the abnormal day-ahead price of 

electricity makes estimation negatively. Between 

03.03.2014-31.12.2014 days (7,296 hours of test data) 

the histogram is shown in Figure 11. Day-ahead 

electricity price data generally changes between 100 

TL / MWh to 250 TL / MWh.

Fig. 11. Histogram of day-ahead electricity prices 
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Conclusion 

This study investigates different artificial feed-forward 
neural networks models for achieving the best 
forecasting results for Turkish day-ahead electricity 
market. We employed 13 factors with 26,304 hours 
historical data and created 400 different neural 
network models. Besides, 26,304 hours data for each 
model have been used to reach most successful 
artificial feed forward model. Models success is 
calculated according to the models MAPE values.

In this study, the most successful MAPE values 
obtained for the electrical day-ahead price is 9.76 %. 
Aggarwal et al. review on electricity price forecasting 
in deregulated market and compare neural network 
performance. In different price forecasting studies, 
MAPE values changes between 2.18% and 25.77%  

(Aggarwal, 2009). In addition to these studies, 

artificial neural networks would be a significant 

alternative for financial decision makers in 

forecasting the day-ahead electricity price. 

Gradient descent, gradient descent momentum 

algorithms in neural network models are more 

sensitive to weight changes or abnormalities in their 

input to calculate the first order derivatives. 

Levenberg-Marquardt and BFGS methods uses 

second order derivative that produce better results 

against the data anomalies.

Selection of input variables for a particular model 

is still an open area of research. Further research 

can include selection of more appropriate data 

classification.  
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