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A Robust Test on the Multifactor Pricing Model 

Chao Chen1, Yanbo Jin2*

Abstract

Since Chen, Roll and Ross' (1986) pioneering work on prespecified multifactor pricing 
model, the issue of inexact model specification as suggested by Shanken and Smith (1996) de-
serves further research. This study applies conditional mean encompassing test for model specifi-
cation, which begins with the largest model with respect to our information set and performs the 
specification tests for restrictions on the explanatory variables consistent with financial theory to 
see if the smaller models encompass the larger models. This technique is parsimonious and robust 
against heteroscedasticity. To consider possible seasonality, we also include a seasonal dummy of 
the January effect for the specification tests. The empirical results demonstrate that the conditional 
excess rates of return are explained by four macroeconomic variables and the January effect.  

Key words:  Multifactor pricing model, model specification, encompassing test, January 
effect.

1. Introduction 

Since the pioneering work on the Capital Asset-Pricing Model (CAPM) of Sharpe (1964) 
and Lintner (1965a, 1965b), and the Arbitrage Pricing Theory (APT) of Ross (1976), asset pricing 
models have been an active point at issue in financial economics.  Shanken and Smith (1996) point 
out that one of the unsolved problems of empirical studies in asset pricing models is inexact model 
specification3. White (1990) also argues that model selection based on the specification tests is 
crucial4.  This study applies a different and interesting model selection technique -- the parsimoni-
ous encompassing test to provide further insight into Chen, Roll and Ross' (1986) prespecified 
multifactor pricing model. 

Chen, Roll and Ross (1986) represent one approach in testing APT. Specifically, using 
simple and intuitive financial theory, they identify several macroeconomic variables and test 
whether these variables can systematically explain stock market returns. The potential risk factors 
include the growth rate of industrial production, expected inflation, unexpected inflation, default 
risk premium and term structure spread. They find that the default risk premium, term structure 
spread and industrial production are priced risk factors.  

However, in their model, factor premiums are assumed to be constant. Mei (1993) uses a 
semi-autoregressive (SAR) approach to estimate factors of APT, and confirms that these macro-
economic factors are indeed priced by the market. In addition, he finds that the factor premiums 
move over time.   

Along the same line of research, but following a different approach, many studies test 
APT by examining the relationship between overall economic conditions and time-varying risk 
premiums for a small group of portfolios. These include Campbell (1987), Chen (1991), Fama and 
French (1988, 1989), Ferson and Harvey (1991), among others.  

                                                          
1 Ph.D. Finance, Department of Finance, Real Estate and Insurance, College of Business and Economics, California State 
University, Northridge, USA. 
2 Ph.D. Finance, Assistant Professor, Department of Finance, Real Estate and Insurance, College of Business and Econom-
ics, California State University, Northridge, USA. 
3 Gibbons and Ferson (1985) also implicitly emphasize the importance of model specification. They argue that if a re-
searcher overlooks some relevant variables, the cross-equation restrictions still hold, but the test will be less powerful.
4 White (1990) states that "In much of the empirical economics research the goal is to test hypotheses about parameters to 
which one wishes to attribute economic meaning.  It is our view that this is inappropriate and unjustified without first estab-
lishing that the model within which the hypotheses are being tested is congruent with the data to at least some extent.  Oth-
erwise, one may only have confidence that one is testing hypotheses about parameters with an information theoretic inter-
pretation; the economic interpretation desired is untenable."
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In the last decade, researchers started to test APT using a device called “factor mimicking 
portfolios”. This methodology was made popular by the famous study of Fama and French (1993). 
In their paper, two “mimicking” portfolios were constructed for firm size and book-to-market ratio 
besides the market portfolio to test a three-factor model. The benefit of this approach is that it al-
lows for direct test of the multifactor model using time series regressions where both dependent 
and independent variables are portfolio returns. This methodology is also used in Daniel and Tit-
man (1997), Ferson and Harvey (1991), among others. In addition, several studies also construct 
mimicking portfolio from pre-specified macroeconomic variables (Chan, Karceski and Lakonishok 
(1998 and 1999)). However, the “factor mimicking portfolio” methodology is being questioned by 
Asgharian and Hansson (2000). 

More recently, researchers begin to model the stock market returns jointly with its condi-
tional volatility, acknowledging the fact that the impact of macroeconomic variables on equity 
returns are neither time-invariant nor linear. For example, Flannery and Protopapadakis (2002) 
found that inflation affects the level of equity returns while Balance of Trade, Employment and 
Housing Starts affects the conditional volatility. In addition, they found that money supply affects 
both the return and the volatility. 

Researchers have also started to link the relation between macroeconomic factors and 
stock and bond return correlations. For example, Li (2002) shows that correlation of stock and 
bond return can be explained by its common exposure to macroeconomic factors. In particular, he 
found that the major trend in stock-bond correlation is mainly determined by uncertainty about 
expected inflation.  

This paper extends on the line of research by Chen, Roll and Ross (1986) and later by 
Mei (1993). We start with the macroeconomic factors identified in their study and implement the 
encompassing test proposed by Wooldridge (1990b). 

The parsimonious encompassing test begins with the largest model with respect to our in-
formation set and performs tests for restrictions on some of the explanatory variables to see if the 
smaller models encompass the large models.  The technique stops at the point where further reduc-
tion or simplification is no longer valid. In this paper, Wooldridge's (1990b) conditional mean en-
compassing test is applied to perform robust model selection on the pre-specified state variables of 
Chen, Roll and Ross (1986) and Mei (1993).  Furthermore, this paper follows the approach of Fer-
son (1990) by assuming linearity for the risk premium.  To consider possible seasonality, we also 
include a seasonal dummy of the January effect for the specification tests.  In addition, the tech-
nique is robust against heteroscedasticity1.

The rest of this paper is organized as follows. In Section II, we discuss multifactor pricing 
models with an incomplete information set.  A new methodology – Wooldridge's robust condi-
tional mean encompassing test for model selection – is applied to test the multifactor pricing 
model.  The details of the methodology are discussed in Section III.  Section IV describes the data 
set.  The empirical evidence is presented in Section V, followed by concluding remarks. 

2. The Model 

The statistical framework for testing multifactor pricing models can be shown as follows: 

    tttt fIxEx 1 , (1)  

    ttttt BfIrEr 1 ,   (2) 

where r t is an n-by-1 vector of excess rates of return, It-1 is the information set up to time 
t-1, xt is a k-by-1 vector of pre-specified variables, f t stands for the innovations of xt, B is an n-by-

                                                          
1 Econometrically, the specification tests based on multifactor pricing models need to satisfy the following prerequisites: 1) 
the test should be robust against heteroscedasticity (of unknown form) even though the conditional mean is believed to be 
correctly specified; 2) it should also consider alternative models to search for the best specifications with pre-specified 
proxies since any set of reference variables can be applied; and 3) if the number of factors is finite, the model should be 
parsimonious. This study shows that the approximation of conditional excess rates of return and factors with prespecified 
variables and proxies for factors can be tested by a robust encompassing test which satisfies the above prerequisites. 
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k matrix of factor  loadings  with column  rank  k,  and  t   is  the error term for  the  regression of  
rt  on  the pre-specified  variables. Also let  E[xt It-1] = Å X t-1,  where Å is k-by-k matrix of pa-
rameters, (Xt-1) It-1, Xt-1=  (X’t-1, X’t-2, ..., X’0) is a set of pre-specified variables. If linearity is 
assumed for the conditional expectation E[rt It-1], it can be written as E[rt It-1] xt-1, where  is 
an n-by-k matrix of nonstochastic coefficients. 

The choice of state variables as appropriate explanatory variables for risk premiums is 
still an open issue for empirical studies. Conventional tests of pre-specified multifactor pricing 
models include all the variables of interest in one model and investigate whether their t-statistics 
(or F-statistics) are significant or not.  In this paper, we consider a model selection procedure. 
More specifically, alternative (nested or non-nested) hypotheses for the multifactor pricing model 
are assessed in the specification test.1 Furthermore, since the numbers of factors are unknown a
priori, a parsimonious approach is suggested to avoid overfitted models. In the following section, 
we introduce the encompassing principle of Mizon and Richard (1986), Mizon (1984), Hendry and 
Richard (1982, 1983), and Hendry (1989, 1995) to perform parsimonious model selection on the 
possibly incomplete information sets in specifying the excess rates of return. In particular, the 
conditional mean encompassing test of Wooldridge (1990a) is applied to the studies. 

3. Methodology 

Mizon and Richard (1986), and Mizon (1984) propose the encompassing principle for 
specification tests.  Intuitively, the principle states that a correctly specified model (conditional on 
an information set) should be able to explain or predict the statistics or characteristics of alterna-
tive models.  These encompassing principles do not require a complete information set of relevant 
variables to search for the model specification. 

Following Hendry (1989, 1995), we can explain the encompassing principle with the fol-
lowing example.  Let the model of interest be E[yt Xt], where yt is the dependent variable such as 
excess rates of return rit, Xt is a set of explanatory variables including forecasting variables, proxies 
for factors, and the entire past history of yt.  Suppose there are two competing models such that 

tttttt XXyEyM 10111 ': , (3) 

tttttt XXyEyM 20222 ': ,   (4) 

where Xl t and X2t may be non-nested, Xl t is a U-by-1 vector, and X2 t is a V-by-1 vector.  
Therefore, the encompassing test for model M1 to encompass M2 is to perform the specification 
test for  = 0 on the auxiliary regression model M*,

    *'':* 21 tttt WyXyM ,   (5) 

where W2 t  is a q-by-1 vector which contains the variables included in  X2 t  while not in-
cluded in X1t. Since parsimonious encompassing is transitive.  That is, let model M1 encompass 
model M2, M1 is nested in M2 , where M1 M2.  Also let M2 encompass model M3, M2 is nested in 
M3, where M2 M3. Then, model M1 will parsimoniously encompass model M3. This also satisfies 
the theory of reduction where simplification is desired.  

 The parsimonious encompassing test should stop at the point where further reduction or 
simplification is no longer valid.  Notice that even if M1 and M2 are non-nested, there is a minimal 
nesting model Mm within which M1 and M2 are nested.  If M1 parsimoniously encompasses Mm,
then M1 also encompasses M2.   

This methodology provides us with a simple approach for the specification of risk premi-
ums and latent variables.  Thus, we may begin with the largest model with respect to our informa-

                                                          
1 Since any ad hoc a priori information set applied by the modellers may not be complete, such model selection procedures 
should not require the information set (for each model) to be complete for the specification of risk premium. 
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tion set and see if smaller models encompass the large model.  Since the parsimonious encompass-
ing is transitive, the order of selecting variables in tests is not relevant.   In particular, the model 
selection which started from the most general model yields certain optimal properties with regard 
to power according to Harvey (1990)1.  Based on this rationale, our hypothesis is: 

HO: If we have correctly specified the conditional excess rates of return, then, the innova-
tions generated by the economic variables may be a candidate set for the approximate factors. 

In other words, following the approach of Ferson, if *(f j t) = j' Wt-1 where j *0, we are 
interested in whether the f t = (f l t ,..., f k t)' are appropriate for the proxies of factors. More specifi-
cally, with the parsimonious encompassing, we begin with the largest model consisting of Wt-1 and
f t, and sequentially reduce the model to see if the smaller models explain the same (statistical) 
characteristics of the larger models.      

In the following, in order to avoid dynamic misspecification, we focus on the information 
set (Wt-1) that contains the entire past history of ri t's and other economic (forecasting) variables 
Yt's. We also let  It in equation (1) be the information set formed by the lags of economic variables 
Yt plus a constant term.  This is to ensure the correct specification for conditional mean E[Yt It] in 
the vector autoregression of Yt

2
.

This study performs the encompassing test based on the extension of Wooldridge 
(1990b). Wooldridge (1990b) proposes a robust conditional mean encompassing test for (non-
nested) nonlinear regression allowing conditional or unconditional heteroscedasticity of unknown 
form.  Although various specification tests such as the likelihood ratio test of Vuong (1989) and 
Vuong and Wang (1993), the Chi-square test of Andrews (1988a, 1988b), and the generalized 
method of moments of Smith (1992) are available, they are either non-robust for heteroscedastic 
observations or complicated in estimating the asymptotic variance-covariance matrix.  In particu-
lar, if the asymptotic variance-covariance matrix (for parameters) is inconsistently estimated, the 
limiting distribution is no longer a central Chi-square distribution.  Therefore, the tests may not 
have the correct size3. The robust testing procedures developed by Wooldridge (1990b) are de-
scribed hereon.  For simplicity, we apply the above example of models M1 and M 2 to describe 
Wooldridge's test.  The testing procedures are as follows: 

1. Obtain the consistent estimates for ( o', o' )'. Save the residuals et from the model 
M1

4.
2. Run the multivariate regression of W2t on Xl t.  Save the residuals in vector t.
3. Run the regression 1 on et t, and use TRu2 = T - SSR as asymptotically xq

2 under the 
hypothesis that M1 is the correct specification, where Ru2 is the un-centered R-square 
of the regression, and SSR is the sum of squared residuals in the regression of step 
(3).  This procedure provides a Chi-square distribution under M1 in the presence of 
heteroscedasticity (conditional or unconditional) of unknown form.  In generalizing 
this procedure with the encompassing principle to the multivariate case, we may set 
yt as an n-by-1 vector of dependent variables, X1t as the n-by-U matrix, and X2 t as the 
n-by-v matrix.  The models M 1 and M 2 can be expressed as 

ttt XyM 111 : , (6) 

ttt XyM 222 : . (7) 

 In addition, the auxiliary regression is now specified as 

*:* 21 tttt WXyM , (8) 

                                                          
1 See Harvey (1990, pp. 185-187). 
2 Notice that the information set (Wt-1) is not a complete information set for all alternative models. 
3 See White (1993) for the details. 
4 In fact, the ordinary least square estimates for these parametric models can be shown as the consistent estimates according 
to White (1984). In our study, the ordinary least square estimates are applied. 
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where W2t is an n-by-q matrix of omitted variables not included in model M1. In fact, 
since we assume that the returns share a similar specification of conditional risk premium with the 
pre-specified variables and latent variables, we set W2 t = [u1', ... , ut']', where ut is a q-by-1 vector 
of omitted variables for each equation in model M1 under Ho. Therefore, e t is the residual vector 
of n equations in model M1.  Replace the above step (2) with the matrix regression, where t now is
an n-by-q matrix of misspecification indicator, step (3) of running the regression 1 on et' t will 
still generate a Chi-square statistic with degree of freedom q under Ho according to Wooldridge 
(1990a). 

 Furthermore, we follow the approach of Ferson (1990) by assuming linearity for the risk 
premium.  To consider possible seasonality, we also include a constant term and a seasonal 
dummy of the January effect for the specification tests.  In order to generate the latent variables, 
we perform the vector autoregression (VAR) on the economic state variables.  The residuals from 
the VAR system are treated as the latent variables for proxies of factors1.   Applying the Schwarz 
information criterion (SIC), we find that VAR(1) with one lag in each variable is sufficient for the 
dynamic specification.  

With parsimonious encompassing, we begin the model search from the largest model 
which includes the lags of excess rates of returns on the selected portfolios, the lagged economic 
variables and the latent variables in our information set, then sequentially reduce the model until 
further reduction is invalid.  The first task we perform is to see if further reduction only on the 
economic variables is possible or not.  Then, we perform the tests to investigate further reduction 
in the latent variables.  Notice that the encompassing tests are also performed with respect to 
lagged excess rates of returns.  Therefore, the residuals are not serially dependent in the time series 
regression with the correctly specified conditional mean E[ri t s(Wt-1)]. 

4. Data Sources 

The macroeconomic factors used in this study are similar to those variables identified by 
Chen, Roll and Ross (1986), Chan, Chen and Hsieh (1985), Chang and Pinegar (1990) and Chen 
(1991).  The sample period is selected for compatibility.  Monthly returns for 20 portfolios classi-
fied by firm sizes are compiled over the period from 1953 to 1984. Since literature on finance sug-
gests different behavior between the stock prices of small firms and large firms, this study forms 
20 portfolios in any given year ranked by the value of equity of previous year. Specifically, this 
study ranks firm size initially from the end of 1952 and rebalances the portfolios annually through 
the end of 1984.  

The data for stock returns and firm sizes are obtained from the Center for Research in Se-
curities Prices (CRSP) monthly tapes. Six economic variables (including their lags) and the lagged 
excess rates of return are applied to approximate the conditional risk premium.  These economic 
variables are specified as follows: 

the term structure of interest rates, UTS, which is the difference between the return of 
a portfolio or long-term Treasury bonds and the return on a portfolio of short-term 
Treasury bills, 
the change in expected inflation, DEI, which is the first difference of expected infla-
tion, where the expected inflation is the difference between monthly Treasury bill 
rates and the expected real rates.  The expected real rate is estimated as the arithmetic 
average of real rates of return on T-bills over the 12-month period prior to the month 
of interests2,
contemporaneous unexpected inflation, UI, which is measured by the difference be-
tween actual and expected inflation, 
the monthly growth rate in industrial production, MP, which is the natural log of the 
level of industrial production in month t to the level of industrial production in month 
t-1,  

                                                          
1 A similar method is also applied by Mei (1993).
2 The approach is similar to Fama and Gibbon (1984).
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the risk premium for default, UPR, which is the return of a portfolio of low quality 
long-term corporate bonds which are rated no better than Baa in excess of the return 
on a portfolio of  long-term government bonds, and  
the return on the value-weighted NYSE index, denoted as RM. 

Monthly data for macroeconomic variables are collected from the following sources: 
industrial production is obtained from the Survey of Current Business, 
holding-period returns on a portfolio of long-term Treasury bonds are obtained from 
the Bank and Quotation Record, 
holding-period returns on a portfolio of long-term industrial bonds with rating Baa 
and under are obtained from the Bank and Quotation Record, 
holding-period returns on a portfolio of one month Treasury bills are collected from 
Ibbotson and Sinquefield (1987), 
inflation is the natural log of the level of the Consumer Price Index in month t di-
vided by the level of the Consumer Price Index in month t-1, and 
returns on the value-weighted NYSE stock index are obtained from the CRSP 
monthly tape. 

5. Empirical Results 

Based on equations (1) and (2), we apply the above macroeconomic variables and their la-
tent variables to verify the predictability of excess rates of returns and their systematic risk.  Table 
1 shows the Chi-square statistics of the robust conditional mean encompassing tests.  Each Chi-
square statistic is performed by sequentially deleting a certain variable of interest.  In our applica-
tions, we start the order of deletion from the fourth lag of the excess rates of return, and continue 
with smaller lags of excess rates of return, the constant term, seasonal dummy, other economic 
variables, and end with the latent variables.  If deleting the variable shows a significant Chi-square 
statistic, it indicates that the deletion of the variable isn't appropriate for model specification.  In 
other words, the smaller model which deletes this particular variable does not parsimoniously en-
compass the larger model.  Therefore, the other variables following in the list are further consid-
ered as possible candidates for the reduction of the model. 

Due to the transitivity of parsimonious encompassing, this procedure will provide the 
smallest possible model that parsimoniously encompasses all larger models. After performing the 
encompassing tests, we also provide tests to verify the dynamic specifications by examining the 
serial correlations of error terms in the final model. The result of the robust conditional mean en-
compassing test indicates the predictive power of the lagged macroeconomic variables for the port-
folio returns.  In fact, the lags of four economic variables, market index (RM), change in expected 
inflation (DEI), unexpected change in risk premium for default (UPR), the unexpected change in 
the term structure of interest rates (UTS), and a seasonal dummy which identifies the January ef-
fect explain the conditional excess rates of returns.  The evidence indicates that seasonality does 
exist for these portfolio returns when we include some macroeconomic variables in the conditional 
mean.  This finding is inconsistent with the results of Chen, Roll, and Ross (1986). In brief, sea-
sonality describes part of the time-varying risk premium which can not be explained by the (linear 
form of) included macroeconomic variables. 

The table below reports the robust conditional mean encompassing tests. The list of vari-
ables indicates the order in performing the parsimonious encompassing tests. The initial step be-
gins with the largest model which includes all the identified variables. The encompassing test is to 
examine whether the smaller model that deletes a particular variable can explain the larger model 
statistically. If the statistic is insignificant, this particular variable can be deleted to reduce the di-
mensionality of the model. On the other hand, the significant Chi-square statistic shows that the 
smaller model that excluded this particular variable does not encompass the large model.  Conse-
quently, the next step is to select a subsequent variable in the list for encompassing test as a possi-
ble reduction of the model while keeping the significant variables from earlier encompassing tests 
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and the other as-yet-untested prespecified variables in the model. The set {f1,…, f6} represents the 
set of latent variables generated from the VAR of economic variables. The asterisk sign indicates 
that the Chi-square statistic is significant at 5% level with 1 degree of freedom.

Table 1 

Parsimonious Encompassing Tests for Conditional Risk Premiums and Latent Variables 

Economic Variables and latent variables Chi-square tests 

4-lagged excess return 0.080

3-lagged excess return 0.131

2-lagged excess return 0.030

1-lagged excess return 0.435

constant term 51.484*

seasonal dummy for January 17.610*

RM(-1) 15.784*

MP(-1) 0.367

DEI(-1) 5.905*

UI(-1) 0.160

UPR(-1) 5.406*

UTS(-1) 4.242*

f1 99.288*

f2 6.486*

f3 0.779

f4 0.000

RM = the return on the value-weighted NYSE index, 
MP = the monthly growth rat ein industrial production, 
DEI = the change in expected inflation, 
UI = contemporaneous unexpected inflation, 
UPR = the risk premium for default, 
UTS = the term structure of interest rates. 

Four error terms of the economic variables based on the VAR(1) model constitute the set 
of proxy variables for the factors. In other words, the latent variables generated from the following 
four variables, market index (RM), lagged industrial production growth rate (MP), unexpected risk 
premium (UPR), and unexpected change of term structure of interest rates (UTS), constitute the 
proxies for factors.  This result shows that the excess rates of return for assets and portfolios can be 
specified by the lagged economic variables. Furthermore, the results of Table 1 are not affected 
when the order of the variables is changed in conducting the robust conditional mean encompass-
ing tests. 

It is worth noting that the significance of the Chi-square of statistic in Table 1 only indi-
cates that the model which excludes that particular variable does not encompass the large model 
with that particular variable included.  In other words, the model selection tests implemented here 
are trying to solve the problem of choice of regressors.  The comparison of Chi-square statistics for 
all the statistically significant variables does not necessarily imply which variable has more ex-
planatory power than the other variables. 

Table 2 shows all the conditional mean tests of Wooldridge (1991) for dynamic misspeci-
fication in each portfolio's excess rates of return after specifying the linear regression with eco-
nomic variables and latent variables identified by the encompassing tests.  Only one portfolio has a 
slightly significant serial correlation at the fourth lag in the residuals.  However, its effect is only 
one in eighty statistics of twenty portfolios in the table.  Therefore, it may be considered as statisti-
cally negligible.  That is, no significant dynamic misspecification is discovered. 
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Notice that these results are based on the current information set of our pre-specified vari-
ables.  If the information set is extended, the parsimonious procedures of model selection should 
be applied again for the extended information set.  However, the model selection for specification 
of conditional excess rates of return and proxies for factors should be implemented before any 
meaningful interpretation (for the empirical results) is obtained.  That is to say, for any empirical 
finding of conditional risk premium, the model specification and diagnostic tests should be cau-
tiously examined before the interpretation on the parameters of fitted models.  In this study, 
choices over the numbers of proxies for factors are performed by the model selection specification 
tests.  In addition, the specification on the risk premium and the numbers of latent variables are 
analyzed by a simple encompassing test for model selections simultaneously. 

Table 2 reports the diagnostic tests for serial correlations of residuals it in the following 
regression: 

ittititiltiltitititittiit ffffUTSrUPRrDEIrRMrDbr 6655221413121 ,

where i = 1,2,3, …,20 for 20 grouped portfolios,  Dt represents the seasonal dummy for 
January effect. Details of the test are shown in Wooldidge (1991). The portfolios are grouped in 
the ascending order based on the size. The asterisk sign indicates that the Chi-square statistics is 
significant at 5% level with degrees of freedom equal to the total numbers of lags in checking the 
serial dependence of  it. The Chi-square statistics of 5% level of significance from degrees of 
freedom 1 to 4 are, x2

1 = 3.841,  x2
2 =5.991, x2

3 = 7.815, x2
4= 9.488, respectively. 

Table 2 

Diagnostic Tests  for Dynamic Misspecifications 

Order of portfolios 1 lag 2 lags 3 lags 4 lags 

Portfolio 1 0.053 1.472              2.024              7.105 

Portfolio 2 0.064 0.256              1.923              5.539 

Portfolio 3 1.061              2.692              2.915              10.327* 

Portfolio 4 0.125              0.854              0.981              8.331 

Portfolio 5 0.020              0.063              1.675              7.862 

Portfolio 6 0.021              0.166              2.125              6.930 

Portfolio 7 0.662              3.306              3.547              8.096 

Portfolio 8 0.029              0.041              1.116              6.330 

Portfolio 9 0.410              1.538              5.699              7.900 

Portfolio 10 0.079              0.667              3.061             4.354 

Portfolio 11 0.077              0.617              4.112              5.422 

Portfolio 12 0.840              0.849              0.898              1.342 

Portfolio 13 0.001              0.202              5.574              6.427 

Portfolio 14 0.082              0.092              2.097              4.008 

Portfolio 15 0.115              1.231             1.268              1.295 

Portfolio 16 0.729              0.941              1.509              1.760 

Portfolio 17 1.448              1.504              1.536              1.760 

Portfolio 18 2.418              2.606              3.987              4.014 

Portfolio 19 3.830              5.392              5.478              5.757 

Portfolio 20 2.852             2.885              3.099              4.908 
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6. Conclusion 

Traditional tests for the CAPM or multifactor pricing models, such as Chen, Roll and 
Ross (1986) and Chang and Pinegar (1990), apply univariate two-stage regressions to examine 
pricing factors.  This paper uses a multivariate testing procedure similar to Mei (1993) for the sys-
tem of equations to detect pricing factors.  In particular, this paper investigates the model selection 
test to determine the best model given some information sets of pre-specified variables. 

Due to the pricing errors and the difficulty of selecting the appropriate economic vari-
ables, applications of model selection for specification of multifactor pricing models is required.  
Such a difficulty is resolved by applying Wooldridge's (1990b) robust conditional mean encom-
passing test and parsimonious encompassing principle on the specification of conditional excess 
rates of return with Ferson's latent-variable approach.  Following Chang and Pinegar (1990), this 
study takes the seasonality factor into account. 

Our empirical result indicates that the conditional excess rates of returns for twenty size 
portfolios are explained by lagged expected inflation, lagged unexpected premium for default, lagged 
unexpected change in term structure, a seasonal dummy, and lagged market returns.  Four error terms 
of vector autoregression in economic variables constitute the latent variables for factors. 

References 

1. Andrews, D.W. K., 1988a. Chi-square diagnostic tests for econometric models: Theory, 
Econometrica 56, 1419-1453. 

2. Andrews, D. W. K., 1988b. Chi-square diagnostic tests for econometric models: Introduc-
tion and applications, Journal of Econometrics 37, 135-156. 

3. Asgharian, Hossein and Bjorn Hansson. 2000. "A critical investigation of the explanatory 
role of factor mimicking portfolios in multifactor asset pricing model." Working Paper.
Lund University: Lund, Sweden. 

4. Campbell, John. 1987. "Stock returns and the term structure." Journal of Financial Eco-
nomics, 18, pp. 373-99. 

5. Chan, K.C., N-f Chen, and D.A. Hsieh, 1985. An exploratory investigation of the firm 
size effect, Journal of Financial Economics 14, 451-471. 

6. Chan, Louis K. C., Jason Karceski, and Josef Lakonishok. 1998. "The risk and return 
from factors." Journal of Financial and Quantitative Analysis, 33, pp. 159-88. 

7. Chan, Louis K. C., Jason Karceski, and Josef Lakonishok. 1999. "On portfolio optimiza-
tion: forecasting covariances and choosing the risk model." The Review of Financial 

Studies, 12, pp. 937-74. 
8. Chang, E. C. and J. M. Pinegar, 1990. Stock market seasonal and pre-specified multifac-

tor pricing relations, Journal of Financial and Quantitative Analysis 25, 517-533. 
9. Chen, N-f, 1991. Financial investment opportunities and the macroeconomy, Journal of 

Finance 46, 529-554. 
10. Chen, N-f, R. Roll, and S. A. Ross., 1986. Economic forces and the stock market, Journal 

of Business 59, 386-403. 
11. Daniel, Kent and Sheridan Titman. 1997. "Evidence on the characteristics of cross sec-

tional variation in stock returns." Journal of Finance, 52, pp. 1-33. 
12. Fama, Eugene and Kenneth French. 1988. "Dividend yields and expected stock returns." 

Journal of Financial Economics, 22, pp. 3-25. 
13. Fama, Eugene and Kenneth French. 1989. "Business conditions and expeted return on 

stocks and bonds." Journal of Financial Economics, 25, pp. 23-49. 
14. Fama, Eugene and Kenneth French. 1993. "Common risk factors in the returns on stocks 

and bonds." Journal of Financial Economics, 33, pp. 3-56. 
15. Fama, E. and M. R. Gibbon, 1984. A comparison of inflation forecasts, Journal of Mone-

tary Economics 13, 327-408. 
16. Ferson, W. E., 1990. Are the latent variables in time-varying expected returns compensa-

tion for consumption risk?  Journal of Finance 45, 397-429. 



Investment Management and Financial Innovations, 2/2004 51

17. Ferson, Wayne and Campbell Harvey. 1991. "The variation of economic risk premiums." 
Journal of Political Economy, 99, pp. 385-415. 

18. Ferson, Wayne and Campbell Harvey. 1999. "Conditioning variables and the cross sec-
tion of stock returns." Journal of Finance, 54, pp. 1325-60. 

19. Flannery, Mark J. and Aris Protopapadakis. 2002. "Macroeconomic factors do influence 
aggregate stock returns." The Review of Financial Studies, 15:3, pp. 751-82. 

20. Gibbons, M.R. and W. Ferson, 1985. Testing asset pricing models with changing expecta-
tions and an unobservable market portfolio.  Journal of Financial Economics 14, 217-236. 

21. Harvey, A. 1990. The Econometric Analysis of Time Series, 2nd edition, MIT Press. 
22. Hendry, D. F., 1989. Lectures on Econometric Methodology, manuscripts, Nuffield Col-

lege, Oxford. 
23. Hendry,  D. F., 1995. Dynamic Econometrics, Oxford University Press. 
24. Hendry, D. F. and J-F Richard, 1982. On the formulation of empirical models in dynamic 

econometrics, Journal of Econometrics 20, 3-33. 
25. Hendry, D. F. and J-F Richard, 1983. The econometric analysis of economic time series, 

International Statistical Reviews 51, 111-163. 
26. Ibbotson, R. G. and R.A. Sinquefield, 1987. Stocks, Bonds, Bills and Inflation.
27. Li, Lingfeng. 2002. "Macroeconomic factors and the correlation of stock and bond re-

turns." Working Paper. Yale University: New Haven, CT. 
28. Lintner, J., 1965a. The valuation of risk assets and the selection of risky investments in 

stock portfolios and capital budgets, Review of Economics and Statistics 47, 13-37. 
29. Lintner, J., 1965b. Security prices, risk, and maximal gain from diversification, Journal of 

Finance,47, 587-615. 
30. Mei, Jianping. 1993. "A semiautoregression approach to the Arbitrage Pricing Theory." 

Journal of Finance, 48:2, pp. 599-620. 
31. Mizon, G. E., 1984. The encompassing approach in econometrics, in Econometrics and 

Quantitative Economics, ed. by D. F. Hendry and K. F. Wallis, Blackwell. 
32. Mizon, G. E. and  J-F Richard, 1986.   The  encompassing  principle  and its application 

to  testing  non- nested hypotheses, Econometrica 54, 657-678. 
33. Ross, S., 1976. The arbitrage theory of capital asset pricing, Journal of Economic Theory 

13, 341-360. 
34. Shanken, J. and C.W. Smith, 1996. Controversy about capital market efficiency - Two al-

ternative views, Financial Management 25, 98-104. 
35. Sharpe, W., 1964. Capital asset prices: A theory of market equilibrium, Journal of Fi-

nance 19, 425-442. 
36. Smith, R. J., 1992. Non-nested tests for competing models estimated by generalized 

method of moments, Econometrica 60, 973-980. 
37. Vuong, Q. H., 1989. Likelihood ratio tests for model selection and non-nested hypothe-

ses, Econometrica 57, 257-306. 
38. Vuong, Q. H.  and  W. Wang, 1993.  Minimum Chi-square estimation and tests for model 

selection, Journal of Econometrics 56, 141-168. 
39. White, H., 1984. Asymptotic Theory for Econometricians, Academic Press. 
40. White, H., 1990. A consistent model selection procedure based on m-test, Modelling 

Economic Series, 369-383, edited by C.W.J. Granger, Oxford University Press. 
41. White, H., 1993. Estimation, Inferences, and Specification Analysis, Cambridge Univer-

sity Press. 
42. Wooldridge, J. M., 1990a. A unified approach to robust, regression-based specification 

tests,Econometric Theory, 6, 17-43. 

43. Wooldridge, J. M., 1990b. An encompassing approach to conditional mean tests with ap-
plications to testing non-nested hypotheses, Journal of Econometrics, 45, 331-350. 

44. Wooldridge, J. M., 1991. On the application of robust, regression-based diagnostics to mod-
els of conditional means and conditional variances, Journal of Econometrics, 47, 546. 


	“A Robust Test on the Multifactor Pricing Model”

